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Abstract. The objective of this paper is to estimate the price and income elasticity 

for gasoline and ethanol in the fuel market for light vehicles in Brazil using spatial 

panel data models. Besides diversification, there are spatial features of fuel demand 

and supply that might influence heterogeneity in the behavior of regional consumers. 

Consumer behavior is heterogeneous and directly and indirectly influenced by 

different supply gaps and transportation and distribution costs. Thus, spatial panel 

data models are used to estimate price and income elasticities of gasoline and 

ethanol. The spatial heterogeneity and auto-correlation in the regional consumer 

preferences are controlled. Results showed that, aside strong evidence of the 

influence of spatial auto-correlation in the consumption of gasoline and ethanol, 

there also is a considerable competition between these fuels, mainly due to the flex-

fuel technology. 
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1. Introduction 

 There is a considerable amount of literature on the estimation of fuel demand 

equations in the Energy Economics literature. Dahl and Sterner (1991a and 1991b) 

and Dahl (1995) summarized a set of principles, models and data requirements used 

for the estimation of the demand for gasoline and transportation fuels. Others, like 

Eltonny and Al-Mutairi (1993; 1995), Bentzen (1994), Espey (1996a; 1996b, 1998), 

Ramanathan (1999), Graham and Glaister (2002), Polemis (2006) also provided 

good insights on this subject. The estimation of fuel demand through panel data 

models can be found in Baltagi and Griffin (1983), Rouwendal (1996), Puller and 

Greening (1999), and  Santos (2010). For the Brazilian fuel market, Burnquist and 

Bacchi (2002), Alves and Bueno (2003) and Roppa (2005) used time series. General 

results for Brazil showed that fuel demand is inelastic and that these fuels are 

imperfect substitutes. 
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 Previous studies present some bottlenecks which the present study was 

designed to overcome. Those studies do not consider neither the substitution among 

the three fuels nor the use of econometric tools other than time series. Due to the 

heterogeneity of Brazilian economy, country-level estimations from aggregated time 

series might affect the results. A structure of panel data estimation might contribute 

to improving these kinds of studies for Brazil. One of the first studies devoted to the 

use of panel data to estimate energy demand equations was published by Balestra 

and Nerlove (1966). The authors estimated the demand for natural gas in the United 

States. Baltagi and Griffin (1983) estimated the demand for gasoline using panel data 

for OECD countries. Rouwendal (1996) analyzed the short-run behavioral responses 

to fuel price increases using individual consumer data on fuel usage per kilometer 

driven. Puller and Greening (1999) examined the household adjustment to changes in 

the real price of gasoline using a panel of US households over nine years.  

 The Brazilian fuel market for light vehicles is considerably different from other 

markets due to the diversity of fuels, alternative and competing. There are four main 

types of fuels in this market: gasoline, ethanol, vehicular natural gas (VNG) in a very 

small scale, and diesel. Gasoline still remains as the main fuel, but it strongly 

competes with ethanol. The features of the Brazilian motor vehicle fleet result in 

diesel not competing with other fuels. Ethanol has a historic role in the national 

energy policy, being an important alternative in periods of high oil prices or to help 

facing environmental issues. Likewise, VNG has recently been introduced in the 

market through a set of subsidies. Supply gaps make it hard for it to compete with 

ethanol and gasoline. In addition to fuel diversification, new market rules and 

technological advances in the automobile industry such as flex-fuel engines, are 

increasing the competition in the fuel market for light vehicles in Brazil. 
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 The main question posed by this paper is: what is the role of individual and 

spatial heterogeneity and in the estimation of price and income elasticities of 

gasoline and ethanol demand in Brazil? Thereby, the paper has a twofold. First, we 

estimate the price and income elasticities of gasoline and ethanol for Brazil. Second, 

we introduce spatial panel data models to estimate the two demand equations that 

control individual and spatial heterogeneity and spatial dependence of fuel 

consumption among Brazilian states.  

 Past its introduction, this paper is divided in five additional sections. Section 

Two presents the main structural and spatial features of the Brazilian fuel market. 

Section Three describes econometric specifications to estimate demand equations for 

ethanol and gasoline. Section Four presents data requirements and equations to be 

estimated. Results are then presented in Section Five. Finally, Section Six presents 

some final remarks. 

2. Structural and Spatial Features of the Brazilian Fuel Market  

 The dynamics of the Brazilian fuel market is still subject to the effects of its 

liberalization process started in 1997
1
, fuel diversification, and technological 

advances in the automobile industry such as the introduction of flex-fuel engines. 

The consumption of fuels in the road vehicle segment in Brazil amounted 63.8 

million Tons of Oil Equivalent (TOE) in 2010. From this total, diesel accounts for 

51.8%, gasoline for 27.0%, ethanol for 18.8%, and NGV for 2.8%. Diesel does not 

compete directly with other fuels, since it is mostly used by logistics trucks, 

agricultural machinery and some light commercial vehicles that run on diesel 

engines.   The recent dynamics of the Brazilian fuel market are centered on ethanol 

demand, mainly after the introduction of the flex-fuel engine technology. 
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Figure 1. Gasoline (above) and Ethanol (center) Production, and Natural Gas Stations and Pipelines 

(below) in Brazil, 2010. 

Source: Authors’ elaboration based data from Brazilian Sugarcane Industry Association, National 
Agency of Oil and Natural Gas, and Gasnet, using softwares GeoDa and ArcView GIS 3.2. 

  

 In addition, three spatial features of fuel supply contribute in making this 

market very unique. First, the production of sugar-cane ethanol is concentrated in 

some states. The South-Central region (South and Southeast) concentrates 91.2% of 

the national production (Figure 1 – left) and 79.1% of ethanol consumption. Second, 

Bolivia 
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along with the small amount of gasoline imports in periods of high ethanol prices, its 

production also is concentrated in eight Brazilian states and 78.9% of this production 

is spatially concentrated in the South-Central region (Figure 1 – right). On the other 

hand, this same region concentrates 66.6% of the consumption. Finally, production 

and logistical problems determine that the NGV is supplied to consumers through the 

NGV stations only in a small portion of the national territory (Figure 1 – center). Gas 

pipelines operating in Brazil cover the South-Central region, which is internationally 

connected to the Bolivia-Brazil gas pipeline, the coastal cities of the Northeast, and a 

small stretch in the State of Amazonas in the North region, as shown in Figure 1. For 

this reason, competition is only effective for two of these fuels: gasoline and ethanol. 

Moreover, there might be different patterns of substitution between these two fuels 

that determine a considerable spatial heterogeneity in regional consumer behavior. 

These elements can provide important insights for the literature and also for future 

energy and regulatory policymaking in Brazil. 

 Diversification of the fuel supply in Brazil stems from the national energy 

policy to increase the substitution of gasoline. Ethanol was introduced in the 

Brazilian energy matrix in 1975 through the Pro Alcool, the National Ethanol Fuel 

Program
2
. Initially, ethanol was mixed into gasoline given its features of 

complementary good. Nowadays, this mixing is still done, at a rate of around 20% to 

25% of ethanol mixed in the gasoline. But additionally, the Brazilian automobile 

industry started producing vehicles with engines that ran solely on ethanol. For this 

reason, ethanol also figures as a substitute for gasoline. The program was effective 

until the first half of the 1980’s. After that, a set of factors such as the decline of oil 

prices (and consequently of gasoline) along with increases in sugar prices in 

international markets, led to the termination of the program. In addition, the 
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engagement of Brazil in liberal policies which enforced the elimination of subsidies 

made the program unfeasible. In spite of that, the production of ethanol and vehicles 

with ethanol engines continued in small scale. 

 

Figure 2. Price relations in the Brazilian fuel market – (Jul/2001-Dec/2010) 

                    Source: ANP – Brazilian National Agency of Oil and Biofuel. 

 

 Regarding energy efficiency, ethanol’s calorific value of ethanol is lower than 

that of gasoline. Therefore, technical limitations of engines make ethanol less 

efficient that gasoline. As a consequence, the price of ethanol should remain around 

70% of the price of gasoline in order for it to maintain competitiveness in the 

Brazilian fuel market. In 1989, when the Pro Alcool collapsed, this percentage was 

larger than 75% (Roppa, 2005). Since then, this price relation has been rigorously 

maintained (Figure 02) mainly due to government assistance through measures such 

as setting lower fuel taxes
3
.  

 The end of Pro Alcool in 1989 did not eliminate the use of ethanol as fuel. A 

considerable fleet of vehicles running on ethanol still remained in the fuel market. 

Sales of this type of vehicles, nonetheless, declined from 80% of total sales in the 

period of 1983-1987 to 0.7% in 2000. Data from the National Department of 

Transport (2008) indicate that in 2006 the national motor vehicle fleet was composed 

by 45.6 million vehicles. About 22.0 million were light vehicles; and, from this total, 

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

Ju
l-

0
1

O
ct

-0
1

Ja
n

-0
2

A
p

r-
0

2

Ju
l-

0
2

O
ct

-0
2

Ja
n

-0
3

A
p

r-
0

3

Ju
l-

0
3

O
ct

-0
3

Ja
n

-0
4

A
p

r-
0

4

Ju
l-

0
4

O
ct

-0
4

Ja
n

-0
5

A
p

r-
0

5

Ju
l-

0
5

O
ct

-0
5

Ja
n

-0
6

A
p

r-
0

6

Ju
l-

0
6

O
ct

-0
6

Ja
n

-0
7

A
p

r-
0

7

Ju
l-

0
7

O
ct

-0
7

Ja
n

-0
8

A
p

r-
0

8

Ju
l-

0
8

O
ct

-0
8

Ja
n

-0
9

A
p

r-
0

9

Ju
l-

0
9

O
ct

-0
9

Ja
n

-1
0

A
p

r-
1

0

Ju
l-

1
0

O
ct

-1
0

Ethanol/Gasoline VNG/Gasoline



7 

 

3.0 million were pumped exclusively with ethanol, which represented 13.6% of the 

light vehicle fleet. Maintaining these ethanol-consuming vehicles was important to 

foster new developments in the technology of large scale ethanol production.    

 The recent increase in the demand for ethanol in Brazil results from a 

revolution in the automobile industry: the development of flex-fuel engines
4
. This 

technology allows pumping the same vehicle with either gasoline or ethanol. It was 

developed in the United States in the 1980’s and has been used in Brazil since the 

1990’s; in the end of 2003, it was introduced in the market; in 2005,  sales of flex-

fuel vehicles was greater than that of vehicles running solely on gasoline; in 2010, 

sales of cars and light vehicles amounted 3.51 million in Brazil. From this total, 

81.8% (2.87 million) had flex-fuel engines.  

 In the meantime, VNG was introduced in the fuel market. The initial strategy 

was to use it as a substitute for diesel in large road vehicles. However, due to 

logistical problems, its usage was restricted to large urban centers. In 1994, subsidies 

allowed for the emergence of some VNG demand pools in Brazil, mainly to be used 

in urban transportation such as city buses and taxis. However, this was not sufficient 

for this fuel to thrive. As shown in Figure 3, gasoline still remains as Brazil’s 

primary fuel, despite the fact that its market share declined from 84.4% in 2001 to 

65.2% in the end of 2010. In that same period, both ethanol and VNG had an 

increase in consumption. The first going from 13.2% to 31.2% and the latter from 

2.5% to 3.5%. 
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Figure 3. Market share of gasoline, ethanol and NGV in Brazil (Jul/2001-Dec/2010) 
           Source: ANP – National Agency of Oil and Biofuel. 

 

 Taking the data aforementioned into account, this paper searches to present 

different supply structures that affect the behavior of the regional fuel consumer. For 

this reason, we propose to control spatial autocorrelation and individual 

heterogeneity in the estimation of gasoline and ethanol demand equations using 

spatial panel data models. Price and consumption data for these two fuels are 

collected in the whole country.  

 Figure 4 shows the per capita consumption of gasoline and ethanol in 2010 in 

Brazil. The consumption of both fuels was divided into six groups, ranging from 

lowest to largest per capita consumption. The highest consumption of gasoline was 

observed in Santa Catarina and Distrito Federal, followed by states in the Southeast 

(except for Rio de Janeiro) and in the South. On the other hand, the lowest 

consumption was that of the North and Northeast regions. High gasoline 

consumption is spatially concentrated in the richest states, which reflects its use in 

large and luxurious vehicles. Regarding ethanol, although the highest consumption 

was verified in the two richest states in the country - Sao Paulo and Paraná - two 

other states - Goiás and Mato Grosso - also ranked among the highest in 

consumption of ethanol. Its per capita consumption is not as spatially concentrated as 
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that of gasoline, what reflects the scattering of the consumption mainly due to its use 

in smaller and more “popular” vehicles in Brazil. 

 

Figure 4. Brazilian per capita consumption of gasoline (above) and ethanol (below) in 2010. 
      Source: Authors’ elaboration based on softwares GeoDa and ArcView GIS 3.2. 

 A part from the influence of the supply and demand heterogeneity in the 

estimation of demand equations for gasoline and ethanol, other spatial elements need 

to be considered. We based on the classical motivations to expect that the spatial 

dependence of regional economic activity also influences the fuel demand. The 

analysis of these classical motivations is presented by LeSage (1999)
5
. In our 

analysis there are three main spatial elements need to be considered: spatial 

heterogeneity, spatial autocorrelation in the fuel demand and spatial autocorrelation 

in the idiosyncratic determinants of the fuel demand.  
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 3. Methodology 

3.1. Spatial Panel Models   

  In this study, we estimate two demand equations - for gasoline and ethanol – 

in order to obtain the price, cross-price and income-elasticities of demand for both 

these fuels considering the broader range of models available for simultaneous 

analysis of panel data and spatial dependence. We start from a basic demand 

equation: 

),,( it

s

it

g

itit Ippfy                (1) 

yit is the per capita consumption of gasoline (or ethanol),  p
g

it is the real price of the 

respective fuel, p
s
it are the prices of substitute fuels, and Iit the real per capita income. 

This model is easy to estimate, to interpret and does not over-demand data 

requirements, see Dahl and Sterner (1991). For all variables in a panel data structure 

the index i represents the 27 Brazilians states while the index t represents quarterly 

periods of time.   

 Before describing the taxonomy of spatial models, consider the standard fixed 

effects model, in which i is the cross-section unit index and t is the time index 

(Baltagi, 2001): 

ititiit Xy εβα                        (2) 

Where i=1,…,N; t=1,…, T; yit is the dependent variable; Xit is a vector of explanatory 

variables; αi are the time-invariant individual components; and εit is the error term. 

The vector β represents the parameter(s) to be estimated. Two equations will be 

estimated.    

 The fixed effects spatial lag model in stacked form can be described as 

(Elhorst, 2003; Anselin et al., 2008): 
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εβαρ  XiyWIy TNT ))()(              (3) 

where y is an NT × 1 vector; X is a NT × K matrix; ε is a NT × 1 error term vector; ρ 

is the spatial autoregressive parameter; β is a K × 1 vector of parameter(s) to be 

estimated; α is an N × 1 vector of individual fixed effects, with the analogue 

constraint μ’iN = 0; W is an N × N  positive non-stochastic spatial weight matrix; IT is 

an identity matrix of dimension T; and E[εε’] = σ
2
INT  and E[ε] = 0. Due to the 

stacking of cross-sections, this approach differs from the classic fixed effects 

analysis in the formulation of the Kronecker product. 

 The fixed effects spatial error model can be written as (Elhorst, 2003; Anselin 

et al., 2008)
6
: 

uXiy T  βα))(                 (4) 

and 

ελ  uWiu NT )(                 (5) 

where y, X, β, α, and W are as described above; λ is the spatial autoregressive 

coefficient;  ε is an N × 1 idiosyncratic error vector; and u is an N × 1 vector of 

spatial autoregressive (SAR) error term. 

 The traditional model of random effects can be written as follows (Baltagi, 

2001): 

ititit Xy εβ                 (6) 

where: 

itiit v με                 (7) 

Where i=1,…,N; t=1,…,T; μi ~ IID(0,σ
2

u) is the cross-sectional random component; 

vit ~ IID(0,σ
2

v) is the idiosyncratic error term; and µi and νit are independent. The 

equation (6) can be rewritten for t = 1,…,T: 
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tt v με                  (8) 

where εt and vt are N × 1 error vectors; and µ is an N × 1 vector of cross-sectional 

random components. 

 As noted by Anselin et al. (2008), the incorporation of spatial components in a 

random effects model is basically done through the inclusion of spatial correlation of 

the error in the error term of regression. Thus, the point of analysis is focused on the 

random effects spatial error model, since the random effects spatial lag model can be 

obtained more directly by correctly specifying the structure of the variance-

covariance error matrix. In order to incorporate the spatial error term, it is assumed 

that the error term of equation (7) follows an autoregressive process like (Baltagi et 

al., 2007b): 

ttNt uvWv  λ                (9) 

Where t = 1,…,T; λ is the scalar spatial autoregressive coefficient with | λ | < 1; and 

ut is an i.i.d idiosyncratic error term with a 
2

vσ variance . Equation (8) can be 

rewritten as: 

tNtNNt uBuWIv 11)(   λ             (10) 

where WN satisfies the condition that (IN – λWN) is non-singular for all λ; IN is an 

identity matrix of dimension N; and BN = (IN – λWN). Then, the equation (7) can be 

written in stacked form as: 

uBIIi NNNT )()( 1 με             (11) 

where ε is the NT × 1 vector of error terms; and u ~ IID(0,σ
2
uINT) is the NT × 1 vector 

of idiosyncratic errors. The variance–covariance matrix of ε is (Anselin et al., 2008): 

))'(()'(]'[ 122  NNTuNTT BBIIiiE σσεε μ          (12) 
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 The first term on the right side of equation (11) specifies the serial correlation 

(correlation in the time dimension) without considering the spatial correlation 

(correlation in the cross-section dimension), while the second term specifies the 

spatial correlation, but not the serial correlation. 

 All models estimated in this work, fixed and random effects, consider the 

presence of serial correlation. Fixed and random effects are considered due to the 

unobserved heterogeneity in the per capita consumption of fuel in the Brazilian 

states. This heterogeneity derives from elements such as the different regional supply 

conditions, different per capita income levels and others, as described in the previous 

sections. Also, the use of a panel data set with 38 time periods, as described later in 

this section, makes it important to consider the presence of serial autocorrelation.       

  

3.2. Data 

 The demand equations to be estimated are: 

lnG(it) = β0 + β1lnPG(it) + β2lnPE(it) + β3lnGDP(it) + ε(it)       (14) 

lnE(it) = β0 + β1lnPG(it) + β2lnPE(it) + β3lnGDP(it) + ε(it)       (15) 

where the variable G is the per capita consumption of gasoline and the variable E is 

the per capita consumption of ethanol. Regarding the controls, PG is the price of 

gasoline, PE is the real price of ethanol and GDP is the per capita Gross Domestic 

Product. Variables i and t represent a panel composed by quarterly data set from the 

27 Brazilian states for the period from Jul/2001 to Dec/2010, the period in which the 

ANP collected data on fuel prices and consumption. The quarterly price index and 

population data were obtained from the Brazilian Institute of Geography and 

Statistics (IBGE). Since there are no quarterly data on the GDP of each state, in 

Brazil, a proxy variable had to be used. This variable was the Product and Service 
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Trading Tax (ICMS) obtained from the Brazilian National Treasury. To avoid an 

endogeneity problem we used the net ICMS, obtained from specific fuel ICMS.  

 It is noteworthy that this study uses routines developed under the Project-R for 

estimation of spatial models
7
, and these routines are still under development and do 

not meet all  modeling possibilities for panel data. That is due to the fact that some 

methodological improvements, such as the tests of specification for defining the 

most suitable model, are still under development and maturation. 

4. Results 

 Econometric results are presented in Tables 1 and 2. Both tables were divided 

in three parts, according to the estimation method: pooled OLS, fixed effects and 

random effects. For all these cases the models were estimated considering the 

traditional structure of panel data and the structure of different spatial panel models, 

spatial lag and/or error. For pooled OLS and fixed effects, spatial lag and spatial 

error models were estimated separately. For random effects models, spatial lag and 

spatial error models were estimated separately and spatial error and lag were 

estimated together. The latter random effects model was estimated by both ML and 

GM. With the exception of the GM method, all other spatial models were estimated 

by ML. 

  Presenting the widest possible set of results of spatial models enables us to 

check under different hypothesis, both in terms of the way that the spatial correlation 

may be present (spatial lag or error) and the type of estimator, whether the estimates 

of elasticities differ in sign and magnitude from one model to another. This is 

justified by the lack of specification tests with a large capacity for evaluating models 

that can assist in identifying the most appropriate model to be used. 
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 Results in Table 1- for the estimation of price elasticity of demand for 

gasoline- show that the coefficients of the spatial lag and error components of pooled 

OLS, fixed effects and random effects models are all significant at the 1% of 

statistical level. Regarding  spatial error models, the significant value of the lambda 

(λ) indicates that spatial effects not modeled are a part of the error in such models. 

Spatial lag models indicate, by mean of the rho (ρ) term, the spatial lag of the 

dependent variable, i.e. the average per capita gasoline consumption in a region’s 

neighboring areas is important to explain its own consumption of gasoline. 

Moreover, spatial lag models suggest there are significant spatial spillover effects 

around the activity of gasoline consumption. It is worth highlighting that all spatial 

model estimations consider serial correlation. For the random effects model, Baltagi 

et al. (2003) rewrite the equation (12) so that it defines a term ϕ = σ
2
μ / σ

2
u. This 

measure may be important in checking the adequacy of random effect models to the 

analysis. Besides, it may bring additional information about the relationship between 

serial and spatial correlation. The ϕ values of spatial error, spatial lag and spatial 

lag+error random effects models estimated by ML in Table 1 were significant at a 

1% statistical level. This is an indication that serial correlation should be considered, 

mainly for the specification of models by random effects. 

 Table 1. Price-Elasticity of Demand for Gasoline: Estimates for Brazil 

Methods Models Constant Rho (ρ) 
Lambda 

(λ) 

Gasoline 

Price 

Ethanol 

Price 
GDP 

Pooled 

OLS 

Non-Spatial Models 
0.068*** 

  -0.031*** 0.018*** 0.760*** 

(0.004) 
  

(0.004) (0.029) (0.005) 

Spatial Lag Model 
0.607*** 0.332*** 

 

-1.237*** 0.514*** 0.542*** 

(0.028) (0.114) 
 

(0.117) (0.077) (0.021) 

Spatial Error Model 
-0.094 

 

0.358*** -1.209*** 0.536*** 0.629*** 

(0.130)   (0.033) (0.138) (0.090) (0.021) 

Fixed 

Effect 
Non-Spatial Models 

0.046*** 

 

  -0.003 0.007*** 0.279*** 

(0.002)   (0.002) (0.002) (0.021) 
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Spatial Lag Model 
 

0.368*** 

 

-0.412*** 0.069 0.169*** 

 (0.033)  (0.106) (0.059) (0.035) 

Spatial Error Model 
  

0.383*** -0.512*** 0.153** 0.149*** 

    (0.033) (0.106) (0.064) (0.035) 

Random 

Effect 

Non-Spatial Models 
0.046*** 

  

-0.003* 0.007*** 0.287*** 

(0.005)   (0.002) (0.002) (0.021) 

Spatial Error Model 
-1.270*** 

 

0.474*** -0.495*** 0.214*** 0.404*** 

(0.133)  (0.037) (0.082) (0.057) (0.025) 

Spatial Lag Model 
-0.122 -0.484*** 

 

-0.137*** 0.026 0.146*** 

(0.073) (0.055)  (0.031) (0.017) (0.013) 

Spatial Lag Model + 

Spatial Error Model (ML) 

-2.188*** 0.876*** 0.585*** -0.250*** 0.076 0.145*** 

(0.125) (0.026) (0.027) (0.082) (0.048) (0.024) 

Spatial Model (GM) 
-1.065*** 0.357 

 

-0.520*** 0.177*** 0.449*** 

(0.143)     (0.085) (0.058) (0.025) 

Source: Authors’ elaboration based on software R. 

Note a. 

 Table 1 also shows the results of the estimation of the spatial random effects 

model by GM. Starting from the basic model yN = xNβ + uN, Kapoor et al. (2007) 

introduces spatial correlation, for t = 1,…,T, by specifying NNTN WIu ερ  )(  

and serial correlation as NNTN vIe  με )( . This notation is analogous to that 

presented in section 3.1, with the exception of ρ, which, in this case, is the scalar 

autoregressive parameter; and eT is a unit vector. The difference between this 

procedure and the ML estimators lies in the way that variance-covariance works to 

define spatial spillovers. The ϕ was created for ML estimation and, analogously, for 

GM estimation we have that 
222

1 μσσσ Tv   and 
2

1

2 /1 σσθ v . For the model in 

Table 1, the θ term was equal to 0.928, indicating a high composition of the variance 

due to specific effect (µ). Since 
2

μσ large compared to 
2

vσ , that means the random 

effects may be  appropriate in such situation.  
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 Table 2. Price-Elasticity of Demand for Ethanol: Estimates for Brazil 

Methods Models Constant Rho (ρ) 
Lambda 

(λ) 
Gasoline 

Price 
Ethanol 

Price 
GDP 

Pooled 

OLS 

Non-Spatial Models 
-0.007

***
 

  

0.023
***

 -0.032
***

 0.334
***

 
(0.003) 

  
(0.002) (0.002) (0.013) 

Spatial Lag Model 
0.531

***
 -1.855

***
 

 

3.316
***

 -3.040
***

 0.584
***

 
(0.020) (0.202) 

 
(0.211) (0.144) (0.034) 

Spatial Error Model 
-4.236

***
 

 
0.703

***
 3.920

***
 -3.705

***
 0.702

***
 

(0.249)   (0.021) (0.264) (0.162) (0.040) 

Fixed 

Effect 

Non-Spatial Models 
0.000 

 

  0.007
***

 -0.019
***

 0.564
***

 
(0.002)   (0.002) (0.002) (0.020) 

Spatial Lag Model 
 

-0.035 
 

2.828
***

 -1.730
***

 0.083
***

 
 (0.038)  (0.280) (0.157) (0.094) 

Spatial Error Model 
  

-0.059 2.854
***

 -1.703
***

 0.086
***

 

    (0.040) (0.278) (0.154) (0.093) 

Random 

Effect 

Non-Spatial Models 
-0.001     0.008

***
 -0.019

***
 0.534

***
 

(0.002)   (0.002) (0.002) (0.019) 

Spatial Error Model 
-3.899

***
 

 

0.647
***

 2.819
***

 -2.037
***

 0.774
***

 
(0.389)  (0.027) (0.263) (0.184) (0.081) 

Spatial Lag Model 
-0.775

*** 
-0.530

*** 

 
0.377

*** 
-0.362

*** 
0.148

*** 

(0.147) (0.059)  (0.069) (0.038) (0.032) 

Spatial Lag Model + 

Spatial Error Model (ML) 

-4.865
***

 0.972
***

 0.006
***

 1.268
***

 -1.113
***

 0.138
**

 
(0.318) (0.572) (0.026) (0.186) (0.107) (0.054) 

Spatial Model (GM) 
-3.243

***
 0.531 

 
2.769

***
 -2.106

***
 0.961

***
 

(0.408)     (0.274) (0.189) (0.080) 

Source: Authors’ elaboration based on software R. 

Note b. 

 

 Results of the estimation of price elasticity of demand for ethanol are shown in 

Table 2. The interpretation of spatial components in all the models is similar to those 

reported in Table 1. Regarding the results in Table 2, values of ϕ, of the spatial error 

and of spatial lag random effects models were significant at 1 and 5% statistical 

levels, respectively, but the value of ϕ in the spatial error+lag model was not 

significant at 10%. For those two models, specification of random effects is 

important, but not in the latter. The value of θ was equal to 0.848 for GM spatial 

random effects model, suggesting that the random effects model is appropriate. 

 Results of the auxiliary coefficients ϕ and θ of the spatial random effects 

models mentioned in the previous tables suggest that the random effects model is 
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adequate to estimate the price elasticities of demand for gasoline and ethanol in 

Brazil. However, two tests were performed to provide more information to assist in 

the process of defining the most suitable model. These tests were developed and 

improved over the years (Baltagi et al., 2003; Baltagi and Li, 2006; Baltagi et al., 

2007a; Baltagi et al., 2007b; Baltagi et al., 2007c; Baltagi and Liu, 2008). The first 

test is the Joint One-Sided Test to verify the joint significance of regional random 

effects and spatial correlation. The second test is the Conditional LM Test which 

tests for the presence of spatial correlation. Unlike the Unconditional Test, this test is 

performed on the results of the regressions.  

 These tests are important because of a relative lack of other tests that are more 

comprehensive. Thus, both tests are based on the random effects model. In the case 

of the Joint Test, such specification is tested, while in the Conditional Test this 

specification is assumed to be valid. Table 3 shows the results for these tests. The 

Joint Tests for gasoline demand and ethanol demand were both significant at 1%, 

which suggests that the specification of random effects model is adequate and that 

spatial correlation must be taken into account. Individual tests for the demands of 

both fuels were also significant at 1%, reinforcing previous results about the 

presence of spatial correlation. Therefore, the model that seems most appropriate is 

the random effects model, which incorporates both types of spatial correlation 

(spatial lag and spatial error), considering the ML estimation method. 

Table 3. Baltagi, Song and Koh Tests for Regional Effects and Spatial 

Autocorrelation  

Tests Description Demand for Gasoline Demand for Ethanol 

One-Sided Joint Test 
LM-H 12931.990 4796.088 

p-value 1.00E-02 1.00E-02 

    

Conditional LM Test 
LM-Lambda 11.303 16.355 

p-value 2.2E-16 2.20E-16 

Source: Authors’ elaboration based on software R. 
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 Considering the random effect model in Table 1, according to the econometric 

tests, parameters for the spatial lag + spatial error model estimated by ML show that 

gasoline demand is inelastic. Its price elasticity is -0.250. It has the expected sign 

and is close to -0.319 for the short-run and to -0.227 for the long-run elasticities 

estimated by Burnquist and Bacchi (2002). It also is close to -0.464 for the 

elasticities estimated by Alves and Bueno (2003). The five random effect models 

estimated presented the same sign, which shows robustness in this sense, although 

magnitudes were different. This may be due to the way in which spatial 

autocorrelation is treated by these models. In the case of the spatial lag + error 

spatial model, both the error component and  lag are  taken into account, better 

explaining  the problem of spatial dependence, since both lambda and rho were 

significant at the 1% level. Comparing the results of this model with other fixed 

effects and pooled OLS models, the sign is the same, only differing in the magnitude 

of coefficients. The cross-price elasticity regarding ethanol is 0.076. Although it 

presents the expected sign, it is not close to results presented in the relevant literature 

and it is not statistically significant for this model. However, its values are close to 

the five random effects models. Gasoline consumers are much less sensitive to 

ethanol prices than to those of gasoline. Finally, the income elasticity of 0.156 has 

the expected sign and shows that gasoline consumers are a lower sensitivity to 

income. This value is close to that presented in Alves and Bueno (2003), who found 

a value of 0.122 for the short and the long run and close to results presented in 

Roppa (2005), who found a value 0.163 for the long run.     

 The same random effects model in Table 2 shows that the demand for ethanol 

is elastic to prices. There is no reliable study in the literature to be used for 

comparison.  The price elasticity of -1.113 has the expected sign, but its value is 
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considerably high for the elasticity energy pattern. The same occurs to cross-price 

elasticity regarding the gasoline demand of 1.268, which has the expected sign, but a 

value that is also high for the elasticity energy pattern. This demonstrates that the 

consumption of ethanol has a very elastic demand in Brazil. Since the price elasticity 

of gasoline is lower in absolute values than that of ethanol, an increase in ethanol 

prices leads consumers to shift towards using gasoline more rapidly than they would 

in the opposite situation. Finally, income elasticity for an ethanol demand of 0.138 

has the expected sign and also shows that ethanol consumers are less income 

sensitive. Elasticity of the ethanol demand curve regarding price is an evidence of 

the full competition in the fuel market, mainly in the ethanol market. The large 

amount of flex-fuel vehicles in the Brazilian automobile fleet results in a strong 

competition in this market.  

5. Final Remarks 

The objective of this paper was to estimate the price, cross-price and income 

elasticity of gasoline and ethanol in Brazil using spatial panel data models.  Besides 

the estimation of elasticities, the role of individual and spatial heterogeneities in the 

per capita fuel consumption is also investigated.  

 The spatial autocorrelation index (Moran's I) indicated that, in general, regions 

with a high per capita consumption of gasoline or ethanol were surrounded by 

regions this same consumption pattern. In addition, estimations showed that the 

coefficients of the pooled OLS spatial lag and error components, fixed-effect and 

random-effect models were all statistically significant. Spatial lag models suggested 

the existence of significant spatial spillover effects affecting the consumption of 

gasoline and ethanol. There also was an indication that it was important to consider 

serial correlation, leading to specification of the models by random effects. Results 
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for the elasticities showed that gasoline demand was inelastic. Gasoline consumers 

were much less sensitive to ethanol prices than to gasoline prices, and also less 

income sensitive. Regarding ethanol, results showed that its demand is elastic to 

price. The price and cross-price elasticities were greater than 1 and considerably high 

for the energy elasticity pattern. This is a possible influence of flex-fuel vehicles, 

which increased competition in the fuel market in the last years. Income elasticity of 

the ethanol demand showed that ethanol consumers also were less income sensitive.  

 Despite the little time past from the application of spatial analysis to panel 

data, results showed that spatial panel data models provide an important contribution 

to estimate fuel demand equations. The control of spatial heterogeneity and 

individual heterogeneity might improve the accuracy of the estimations. Future 

research might be developed using a panel database that is less aggregated, depicting 

a higher number of spatial units, depending on availability of data. 
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Footnotes 

                                                             
1 Through the well-known Law of Petroleum (Law 9.478/97) and new designs for the energy policy, 

the competition was introduced in the fuel market through the liberalization of price-setting of the 

entry of new agents. 

2  This was a large scale energy production program designed to substitute vehicular fossil fuels by 
sugar-cane ethanol and created due to the first and second oil shocks of 1974 and 1979, respectively. 

Likewise, the decision to produce ethanol from sugarcane was driven by the low sugar prices in the 

international commodity market at that time. Since the beginning of Pro Alcool, ethanol fuel was 

massively introduced as a complementary and substitute fuel in Brazil. 

3 In order to subsidize ethanol and NGV, the tax named Contribution of Economic Domain (CIDE) 

has not been charged on these two fuels.   

4 This technology is embedded in the Poli-fuel engines trend of the world automobile industry. 

5 The regional science field is based on the premise that location and distance are important forces in 

the determination of economic activity. Thus, regional scientists have formalized theory and 

quantitative models that rely on the notions of spatial interaction, spatial diffusion effects, hierarchies 

of place and spatial spillovers 

6 The analysis of fixed effects lag and spatial error models is similar to that of cross-section spatial 

models. Moreover, like the analysis of cross-section, both fixed effect models discussed in this work, 

spatial lag and spatial error will be estimated by maximum likelihood (ML). The derivation of 

Maximum Likelihood Estimators (MLE) is presented and discussed by Elhorst (2003; 2005) and 

Anselin et al. (2008). The estimators of random effects models are also ML, but estimation by GM is 

presented for such models. 

http://www.spatial-econometrics.com/html/sbook.pdf
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7 These routines correspond to the package "splm" for simultaneous analysis of panel data and spatial 

dependence. This package is under administration of Gianfranco Piras and Giovanni Millo and is 

available at http://r-forge.r-project.org/projects/splm/. 


