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ABSTRACT Changing the behaviour of private individuals is vital to the transformation of energy systems. Thus,
we investigate the potential utility of energy retailers’ modulation of their requests to consumers to engage in flexible
domestic energy use. We do so by analysing data on total consumption (kWh) during — and formal agreement
to participate in — two 60-minute energy-savings events on the part of 666,441 British households. Results from
a randomised controlled trial for one event (𝑁 ≈ 650K) indicate that, conditional on pre-treatment variables (e.g.,
historical energy usage), being sent a supplementary “heads-up” email the day prior or a day-of “reminder” SMS text
message respectively increased the probability of event participation by ≈ 6% (95% HDI = [4.2%, 7.8%]) and ≈ 23%
(95% HDI = [14.7%, 31%]) over the control condition (i.e., day-of primary notice [email and/or SMS] only). However,
whilst we find clear evidence of a negative association between in-event consumption and earlier, ancillary email-based
notice (≈ 4% reduction, ceteris paribus; 95% HDI = [−10.4%, 2.4%]), models are consistent with especially small
versions of this effect that approach zero. And we find no compelling evidence to suggest that levels of consumption
were shaped in either direction by ancillary SMS-based contact. Similarly, in a smaller quasi-experiment (𝑁 ≈ 80-
350K) on variation in the broad timing (i.e., day-of vs. day-prior) of primary event notices of the same type with
no ancillary contact, we find compelling evidence that being sent day-of (i.e., shorter) email-based notice increased
consumption during the second event by ≈ 6.7% (95% HDI = [0.5%, 12.9%]) over the control condition (i.e., day-
prior email-based notice). Yet models are again consistent with particularly small versions of this effect that approach
zero. Ultimately, results indicate that the broad timing and the general type of appeals matter — where providing
consumers with supplementary requests to save energy over and above primary messaging can play an important part
in converting mere awareness of the need to conserve electricity into formal agreement to try to do so.
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Introduction
What communication-based mechanisms might energy suppliers use to mould the energy demand of private indi-
viduals in domestic contexts? Answering this question is vital to the successful transformation of energy systems
— a task in which energy suppliers are expected to play a major role by meeting anticipated growth in demand for
low-cost renewables (Bogdanov et al. 2021) and by clarifying gaps in public knowledge about the most effective
means of reducing consumption.1 Nevertheless, mitigation of the adverse effects of anthropogenic climate change
is not merely a scientific and business problem. Instead, it involves a complex mix of physical, economic, and
social dynamics (e.g., see Fankhauser et al. (2022) on threats to the success of “net zero” and Stephenson et al.
(2010) on “energy cultures”). Consequently, targeted, scaleable communication with domestic consumers about
their behaviour in relation to the environment is integral to efforts to transition to “greener living”. Indeed, such
social interaction is expected to, for instance, shape one’s perception of renewable energy (Gustafson et al. 2022)
and one’s willingness to engage with climate science (Goldberg et al. 2021).2 Thus, it is important to clarify the
potential efficacy of energy retailers’ large-scale communications campaigns to encourage consumers to change how
they use electricity — especially as the viability of a request to alter one’s behaviour is likely to depend on where,
when, how, and by whom it is delivered (see Jost et al. (2022), Bergquist et al.(2023), Przepiorka and Horne
(2020), and Zhang et al. (2018)).

To probe this issue, we analyse data from a large messaging campaign designed to alter public demand for
power at key moments throughout the Winter of 2022-23. This campaign — known as the Demand Flexibility
Service (DFS) — was led by Great Britain’s National Grid Electricity Service Operator (NGESO). And it was
comprised of 21 events (November 2022 to March 2023) for which British households were asked to reduce their
energy consumption (i.e., to “turn down”). DFS events varied in duration — ranging from one to two hours. And
consumer turn down was formally remunerated via a price incentive based on £/kWh saved.

Although multiple utility firms took part in the DFS, here we focus on two of 13 DFS-related events delivered
by Octopus Energy (OE) — a British renewable energy provider — to its UK-based customers. In particular, we
investigate whether OE’s requests to participate in its variant of NGESO DFS events — branded by OE as “Saving
Sessions” (Supplementary Table 2) — impacted levels of energy consumption (i.e., total kWh of electricity usage)
during events so as to better understand the implications of the general type (i.e., What channel?) and broad time
horizon (i.e., When?) of appeals to engage in flexible domestic energy use.3 Furthermore, we exploit the two-step
nature of OE’s delivery of DFS-related events — i.e., customer messaging then customer agreement to participate

— to probe whether the general type and broad timing of appeals to engage in flexible domestic energy use impact
formal agreement to attempt reduced power consumption.

The structured nature of consumer engagement with DFS events make them an especially apt window through
which to explore the efficacy of appeals to restrict power usage. Specifically, OE customers were required to
explicitly agree to participate in DFS-related events (hereafter, one-time “sign up”). And OE customers were
required to explicitly agree to participate in each individual Saving Session (hereafter, “opt in”) via digital messages
(hereafter, “opt-in notices”). These digital notices typically: (a) communicated the price incentive associated with
participation in a specific session (Supplementary Table 2); and (b) provided customers with a hyperlink through
which they could opt in to a specific session. In general, opt-in notices took the form of emails to OE account holders
(Figure 1a, Figure 1b) and/or notifications to the account holder via the OE mobile application. A customer could
receive multiple opt-in notices across the same or different channel (i.e., email, “push” notification to one’s mobile
device [i.e., phone or tablet]). Nevertheless, all analyses herein relate to the timing of a customer’s first, possibly
only, opt-in notice for a given Saving Session.4

Keeping this in mind, our research questions (RQs) are as follows:

• RQ1: To what extent does the broad timing and general type of an appeal to flexibly use electricity shape
actual levels of energy consumption?

• RQ2: How does willingness to engage in energy-conserving behaviour vary with the broad timing and general
type of an appeal to flexibly use electricity?

1See “UK energy consumers ready to flick the switch to more sustainable suppliers but green tariffs alone are not enough to stand out.”
by Ernst & Young Energy (2021).

2See also the large body of experimental research and policy reports by Yale University’s long-running Programme on Climate Change
Communication.

3We define “appeals”, following Bergquist et al. (2023:4), as communications that “demand and urge people to act more sustainably
by targeting their values or responsibilities”. In the framework of Bergquist et al. (2023), appeals are distinct from solicitation
of environmental commitments, educational messaging, feedback on one’s environmental behaviour, financial incentives, and social
comparisons around one’s environmental behaviour.

4The vast majority of OE customers in the data analysed for this research received one opt-in notice via email or one email-based opt-in
notice alongside one push-based opt-in notice.
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(a) Sign-Up Email (b) Opt-In Email

Figure 1: Typical email sent to customers encouraging participation in Octopus Energy’s implementation of the National Grid’s
Demand Flexibility Service.

To answers our RQs, we narrowly focus on two 60-minute Saving Sessions during periods of peak electricity
consumption — i.e., February 13th, 2023 (17:30PM to 18:30PM) and March 15th, 2023 (16:30PM to 17:30PM).5
We do so as the customer-messaging set-ups for these two Saving Sessions deviated from typical practice in a
manner that allows us to credibly establish causal effects in relation to the broad timing and general type of opt-in
notices vis-à-vis session consumption and session participation.6

Typically, opt-in notices were sent to OE customers on the day prior to a given Saving Session (hereafter,
“day-ahead” notices). However, we use a regression discontinuity design (RDD) to exploit a technical fault that
resulted in both the delay and the time-ordered delivery of opt-in notices for the Feb. 13 Saving Session in a manner
broadly reflective of the length of time one has used OE as service provider and the magnitude of their account
ID. Practically speaking, this allows us to gauge the effect of receiving notice on the day of the Saving Session
itself (hereafter, “day-of” or “intraday” notices). For the Saving Session on Mar. 15, we instead exploit exogenous
variation in the broad time and general type of supplementary opt-in notices given alongside a universal, primary
day-of notice sent to all DFS-participating OE customers on the morning of Mar. 15. This exogenous variation is
the result of a randomised controlled trial (RCT) that we carried out in conjunction with OE.

Our RDD and our RCT are both used to answer RQ1 and RQ2. However, as their technical aspects differ in
key ways, we present each as a distinct study. Thus, we first summarise our regression discontinuity (i.e., set-up,
assumptions, statistical methods) and follow immediately with results. We then provide a similarly-structured
presentation of methods and results for our RCT. After, we conclude with a brief, broader discussion of our
findings, their implications for researchers and policymakers, and their limitations.

Study 1: Known Assignment Mechanism, But No Randomisation
Sharp Regression Discontinuity Design (RDD): Basic Setup
Our first study concerns the causal impact of receiving an intraday opt-in notice as opposed to a day-ahead
notice. The manner in which opt-in notices were sent for the Feb. 13 Saving Session was not random. However,
the unexpectedly-delayed time-ordered dispersal of notices (Figure 2), which we discuss in the Supplementary
Information, is amenable to a regression discontinuity design (RDD).

Put simply, regression discontinuity (RD) is a quasi-experimental method used to analyse observational data
where the mechanism by which a treatment, policy, or exposure was assigned (i.e., administered) is entirely known
but there is no randomisation. Specifically, given some “assignment” variable 𝐴 (here, OE customer account ID)
used to administer some treatment 𝑧 (here, intraday opt-in notice) to individuals 𝑖 ∈ 𝑁 (here, all DFS-participating
OE customers by Feb. 12), RD is used to compare individuals whose values for the assignment variable 𝐴𝑖 that

5By “peak consumption”, we mean energy usage during times when demand on Great Britain’s national grid is highest. These periods
are 9:00-11:00AM and 16:30-18:30PM. See “The Big Dirty Turn Down: Deep Analysis of a Domestic Energy Flexibility Trial” by
Centre for Net Zero (2021).

6Note, we are currently preparing a broader piece of research analysing data from all 13 Saving Sessions tentatively entitled “The
Welfare Effects of Demanding Short-term Energy Flexibility”.
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Figure 2: Distribution of the time at which an Octopus Energy customer was sent their first (possibly only) opt-in notice for
the Saving Session on Feb. 13, 2023. Shaded region denotes the window of time on which our analysis of energy consumption is
concentrated and corresponds to roughly 10:57PM on the 12th to one minute after 11:01AM on the 13th (see Methods (RDD)
on “bandwidth”). For our analysis of agreement to participate in the 10th Saving Session we use a window of time corresponding
to roughly 10:29PM on the 12th and 10:52AM on the 13th.

fall “just above and just below” a predetermined cut-off 𝐶. With some additional assumptions, and if individuals
just above the cut-off (Group 1) and just below the cut-off (Group 2) are similar, a causal comparison can be
made between the two groups with respect to an outcome of interest (here, session consumption and session
participation).

We use a temporal cut-off 𝐶Time equal to 8:00AM on Feb. 13 — where OE customers sent opt-in notices at or
after this time are assigned to our treatment group (i.e., receipt of an intraday notice as opposed to a day-ahead
notice). Because our cutoff for treatment is temporal and not a specific account ID, we must map our cutoff to
an integer value reflective of the scale and the ordering of OE customers’ account IDs. We do this by selecting
a window of time around 8:00AM — i.e., one second — and identifying the single account ID closest to our
temporal threshold when approaching from the left and the single account ID closest to our temporal threshold
when approaching from the right based on the timestamp for when OE sent each DFS-participating customer their
first (possibly only) opt-in notice.7 We then sum these account IDs and divide by the value of two to construct an
ID-based cutoff for treatment 𝐶ID.

Our constructed ID-based threshold 𝐶ID = “2,454,839”. Account IDs range in size from “2” to “5,863,115” in
our sample of 621,204 OE customers who had signed-up to participate in DFS events by Feb. 12 and for whom
OE tracked during the Feb. 13 Saving Session. The constructed account ID of “2,454,839” is used as our “sharp”
threshold for receipt of intraday notices. This threshold is “sharp” as only account IDs greater than or equal
to “2,454,839” are regarded as receiving treatment (i.e., intraday notice). The temporal window around 8:00AM
(𝐶Time) was qualitatively chosen to be as narrow as possible to reduce the number of possible account IDs from
which to construct the integer based cutoff 𝐶ID.

We stress that it would be impossible for OE customers to manipulate their account ID as this would be
tantamount to strategically modifying creation of their OE account in relation to our threshold. Indeed, there is
no way for OE customers to influence their treatment assignment as 𝐶Time and, by extension, 𝐶ID were determined
and only known by the authors of this research in relation to OE’s policy around the times at which customer
communication is verboten (i.e., between 8:00PM and 8:00AM). Furthermore, owing to our data on the time at
which opt-in notices were sent by OE, we know precisely which customers receive treatment given our threshold
— assuming, of course, that sent notices are actually received.

Note that 11,673 of the 621,204 DFS-participating customers whom OE tracked during the Feb. 13 Saving
Session were sent opt-in notices “overnight” (i.e., after 11:00PM on Feb. 12 but before 8:00AM on Feb. 13). We
exclude these participants from our models owing to concerns about the stable unit treatment value assumption
(i.e., “no hidden versions of treatments” (Gelman, Hill, and Vehtari 2020)). This is done under the assumption
that overnight opt-in notices result in a fundamentally distinct treatment compared to the receipt of an intraday
notice during working hours.

7Notice “sent at” timestamps measured to the millisecond.
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Figure 3: “Dot plot” of “binned” averages for Account ID, our two outcome variables (i.e., total session consumption in kWh
and binary indicator for actual session participation or “opt in”), and relevant quantitative pre-treatment covariates. Averages
across Octopus Energy customers who were sent their first (possibly only) opt-in notice for the 10th Saving Session (Feb. 13,
2023) in the same 15-minute window or “bin”. Windows wherein zero opt-in notices were sent are not shown as averages for these
periods are necessarily undefined. The two vertical dashed lines indicate the temporal cutoff for “overnight notices” (left) and for
treatment (i.e., intraday notice; right; 𝐶Time). And the shaded region denotes the window of time corresponding to the range of
account IDs used to fit our models of energy consumption (see Methods (RDD) on “bandwidth”). Note, we use two measure of
historic energy usage — i.e., Total P376 (Unadjusted) Baseline (kWh) and Estimated Annual Consumption (kWh). The former is
an unweighted average of consumption during the same half-hour of the day during the ten most-recent working days as governed
by the the P376 amendment to Great Britain’s electricity balancing and settlement code. The latter is OE’s predicted customer
consumption based on meter readings over one year. For the Index of Multiple Deprivation (IMD), more deprived areas have lower
postcode ranks.
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Removing OE customers who received their first opt-in notice overnight necessarily results in what econometri-
cians call a “donut-hole” regression discontinuity design (Barreca et al. 2011; Barreca, Lindo, and Waddell 2016).
In a donut-hole RDD, all observations with scores on the assignment variable 𝐴𝑖 within some range immediately
around the cutoff are excluded. Typically, excluding study units in this manner is done to address “heaping” (i.e.,
non-random clustering of observations at points along the observed range or “support” of the running variable).
However, donut-hole RDD is an elegant means of handling overnight notices. That said, whilst notice timing is
clustered due to OE’s batched dispersal of messages based on account IDs (see Supplementary Information), we
do not see evidence of heaping in relevant pre-treatment covariates across the range of our running variable using
the visual diagnostic (Figure 3) recommended by Barreca et al. (2016).

Finally, because 𝐶Time = 8:00AM, our sample is asymmetric around our ID-based cutoff 𝐶ID to the left (Figure 2).
Put alternatively, we exclude study units with values for the assignment variable 𝐴 that fall immediately below
𝐶ID (i.e., when 𝐴𝑖 less than “2,454,839”) whilst retaining observations to the immediate right of the cutoff.8

Sharp Regression Discontinuity Design (RDD): Methods
Exclusion of the 11,673 OE customers sent overnight opt-in notices results in two groups divided by a sharp, account-
ID-based discontinuity at 𝐶ID = 2,454,839. Thus, 𝑃𝑟(𝑧𝑖 = 1|𝐴𝑖 >= 𝐶ID) = 1 and 𝑃𝑟(𝑧𝑖 = 1|𝐴𝑖 < 𝐶ID) = 0. In
this respect, treatment status 𝑧𝑖 is fully determined by 𝐴𝑖.

Crucially, we assume that OE customers with values for the assignment variable 𝐴𝑖 that fall on either side of
the cut-off 𝐶ID within a restricted range or “bandwidth” of account IDs ℎ — i.e., 𝐶ID − ℎ𝐿𝑒𝑓𝑡 and 𝐶ID + ℎ𝑅𝑖𝑔ℎ𝑡 —
are broadly “similar”. That is to say, we assume that OE customers very near to our cutoff have distributions of
potential outcomes under treatment (i.e., 𝑦1) and distributions of potential outcomes under no treatment (i.e., 𝑦0)
that are nearly equivalent conditional on 𝐴𝑖 and possible confounders 𝑥 (i.e., third variables determinant of both
the observed outcome 𝑦 and assignment 𝐴, and thus 𝑧).9

This assumption is sometimes called “no confounders vary discontinuously across the threshold” (Gelman et al.
2020:438), however, it is a form of conditional ignorability (Gelman et al. 2020:438) in the following style:

𝑦0, 𝑦1 ⟂ 𝑧 | 𝐴, 𝑥 ∀ 𝐴 ∈ (𝐶ID − ℎ𝐿𝑒𝑓𝑡, 𝐶ID + ℎ𝑅𝑖𝑔ℎ𝑡). (1)

There is generally a tradeoff between the plausibility of this assumption and the width of the bandwidth ℎ, and
thus the number of observations 𝑁 used for model fitting (see Cattaneo et al. (Forthcoming) on justification of the
“local randomisation” RDD). Accordingly, and in keeping with standard practice across the academic literature,
we relax the above assumption by narrowly focusing on estimating the causal effect of an intraday notice at the
ID-based threshold — i.e., the causal effect when 𝐴𝑖 = 𝐶ID — which is a kind of local average treatment effect
(LATE).

Specifically, we estimate a (Bayesian) regression model with the following general form:

𝑦𝑖 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇𝑦,𝑖, 𝜎𝑦) (2)
𝜇𝑦,𝑖 = 𝛽0 + 𝛽1𝑧𝑖 + 𝛽2(𝐴𝑖 − 𝐶ID) + 𝛽3(𝑧𝑖 × (𝐴𝑖 − 𝐶ID)) + 𝛽4(𝐴𝑖 − 𝐶ID)2 + 𝛽5(𝑧𝑖 × (𝐴𝑖 − 𝐶ID)2) + 𝑋𝑖 ⃗𝛽 + 𝜖𝑖

∀ 𝐴𝑖 ∈ (𝐶ID − ℎ𝐿𝑒𝑓𝑡, 𝐶ID + ℎ𝑅𝑖𝑔ℎ𝑡)
𝛽1,...,5, ⃗𝛽 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)

𝛽0 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)
𝜎𝑦 ∼ 𝐺𝑎𝑚𝑚𝑎(𝛼 = 2, 𝛽 = 0.5),

where 𝐶ID = 2,454,839, 𝑧 is our binary treatment indicator (i.e., intraday notice vs. day-ahead notice) which
equals the value of one when 𝐴𝑖 ≥ 𝐶ID, and (𝐴𝑖 − 𝐶ID) is the assignment variable (i.e., account ID) relative to the
cutoff. This relative quantity equals zero when 𝐴𝑖 = 𝐶ID such that 𝑧𝑖 = 1 when (𝐴𝑖 − 𝐶ID) ≥ 0. Furthermore, 𝑋

8There have been important methodological advances around regression discontinuity with multiple cut-offs (see Cattaneo et al. (Forth-
coming)). However, we opt for a simpler analysis by limiting our attention to a comparison of intraday versus day-ahead opt-in notices.
We do so as this comparison is most relevant to practical applications of our research by energy retailers and transmission system
operators. This is because these institutions are likely to limit their interaction with consumers during unsociable, non-working hours.

9Potential outcomes are simply one’s value for the response variable when simultaneously exposed to different experimental conditions.
For a given individual 𝑖, their potential outcome under treatment (𝑦1

𝑖 ) and their potential outcome under no treatment (𝑦0
𝑖 ) cannot

both be observed. See Gelman et al. (2020, ch. 18) for an introduction to causal inference within the potential outcomes framework.

6



is a 𝑁 × 𝑝 matrix containing 𝑝 pre-treatment covariates and/or confounders 𝑥 believed to jointly determine both
the potential outcomes (𝑦0, 𝑦1) and 𝐴 for study units 𝑖 ∈ 𝑁 — with ℎ𝐿𝑒𝑓𝑡 and ℎ𝑅𝑖𝑔ℎ𝑡 defining the bandwidth of
account IDs used for model fitting.

Moreover, (𝛽0) and (𝛽0+𝛽1) are, respectively, the expected value of the response 𝑦 at the threshold for customers
for whom 𝑧𝑖 = 0 and for whom 𝑧𝑖 = 1. Thus, 𝛽1 is the LATE at the threshold — i.e., (𝛽0 + 𝛽1) − (𝛽0) or the
expected difference or “jump” in the outcome between customers for whom 𝑧𝑖 = 1 and customers for whom 𝑧𝑖 = 0.
The terms (𝛽2 +𝛽4) and ((𝛽2 +𝛽3)+(𝛽4 +𝛽5)) respectively summarise the slope (i.e., rate of change in the outcome)
in relation to relative account ID (𝐴𝑖 − 𝐶ID) for the control and treatment groups (𝑧𝑖 = 0 vs. 𝑧𝑖 = 1). Accordingly,
𝛽3 and 𝛽4 are the difference in slopes for the linear and quadratic versions of relative account ID between the
treatment and control group. However, recall that we only consider the scenario wherein (𝐴𝑖 − 𝐶ID) = 0 such that
associated terms “cancel out” for the purposes of interpreting 𝛽0 and 𝛽1 (see Huntington-Klein (2021:514–18) and
Brambor et al. (2006) for discussion of multiplicative interactions).

We assume that each of our outcome variables 𝑦 (i.e., session consumption in kWh, a binary indicator for session
participation) adhere to Normal (i.e., Gaussian) distributions. Thus, we map the linear predictor in Equation (2) to
each outcome using the identity link in the style of ordinary-least-squares (OLS) regression. In the Supplementary
Information, we discuss the limited (i.e., restricted) range of our outcome variables in relation to our use of a
Gaussian functional form. In the Supplementary Information, we also discuss our general model specification and
the technique we use to estimate optimal, asymmetric bandwidths ℎ𝐿𝑒𝑓𝑡 and ℎ𝑅𝑖𝑔ℎ𝑡 given our use of donut-hole
RDD. These optimal bandwidths are specific to each of our two outcome variables (i.e., session consumption and
session participation). For session consumption, the lower bandwidth bound (𝐶 − ℎ𝐿𝑒𝑓𝑡) roughly correspond to
10:57PM on the 12th and the upper bandwidth bound (𝐶 + ℎ𝑅𝑖𝑔ℎ𝑡) roughly corresponds to 11:01AM on the 13th
(Figure 2, Figure 3). For session participation, the lower and upper bounds roughly correspond to 10:29PM on the
12th and 10:52AM on the 13th.

Thus, our RDD has two experimental conditions with the following sizes depending on bandwidth:

• Control Group [Consumption] (𝑁 = 15,973): Day-Ahead Opt-in Notice
• Control Group [Opt-in] (𝑁 = 43,719): Day-Ahead Opt-in Notice
• Treatment Group [Consumption] (𝑁 = 63,216): Intraday Opt-in Notice
• Treatment Group [Opt-in] (𝑁 = 55,959): Intraday Opt-in Notice

Finally, we fit the model summarised by Equation (2) within a Bayesian framework. Models were written
and estimated with the Python-based probabilistic programming language “PyMC”. Bayesian estimation requires
one to specify “priors” — i.e., probability distributions that summarise information about each unknown model
parameter that is generally external to the data themselves. In the Supplementary Information, we discuss why
we prefer Bayesian inference over frequentist inference and our choice of prior for each parameter in Equation
(2). It suffices to say that we use weakly-informative priors for the coefficients (given the scale of our data)
which are Gaussian in shape, centred on zero (i.e., no effect), and that have large probability density at zero (i.e.,
regularisation). The Gamma prior for 𝜎 is diffuse and strictly positive.

Sharp Regression Discontinuity Design (RDD): Results (Main)
Figure 4 is a “bird’s-eye view” of our core results. It depicts posterior means for the causal effect (i.e., LATE)
of receiving an intraday opt-in notice (vs. a day-ahead notice) from regression discontinuity models of total con-
sumption (kWh) during, and formal agreement to participate in, the Feb. 13 Saving Session. Posterior means
are accompanied by 95% highest posterior density intervals. Analogous to frequentist confidence intervals, these
“HDIs” indicate the range of values within which 95% of the sampled posterior values with the highest probability
fall. Thus, all values within a given HDI are more likely (i.e., more “credible”) than those outside. For each
outcome, we present posterior means and HDIs from three separate models.10 These models differ based on spec-
ification, specifically the inclusion of potential confounders and quadratic terms (i.e., “Baseline” vs. “Extended”).
Supplementary Figure 15 depicts the distribution of posterior values for the LATE under each model in relation to

10Results obtained using 48,000 posterior draws and four parallel chains. For each chain, the first 6,000 draws were used for “warm
up” and discarded. This resulted in a posterior sample size of 24,000 for each parameter (6,000 draw/chain). Chain convergence was
diagnosed using “Bulk” effective sample size (ESS) and “tail” ESS — i.e., estimates of the amount of independent information in
the centre and the tails of a posterior distribution or, rather, the posterior sample size in absence of autocorrelation. Vehtari et al.
(2021) suggest a per-chain ESS of at least 100. However, Kruschke (2015:184–87) recommends an ESS of 10,000 owing to the general
instability of the tails of posterior distributions. To manage computational burden given our large samples, we run chains to achieve
an ESS of both types of at least 5,000 (aggregating across chains) for all parameters in all of our models. Chain behaviour was also
diagnosed using 𝑅̂ — i.e., a diagnostic for comparing within- and between-chain variance (Vehtari et al. 2021). Values of 𝑅̂ less than
1.01 are generally regarded as indicative of chain convergence. And 𝑅̂ is less than 1.01 for all parameters in all of our models.
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Figure 4: “Forrest plot” depicting posterior means for the LATE ( ̂𝛽 Intraday Opt-in Notice [Ref Day-ahead Notice]) and the
expected average outcome in the control group ( ̂𝛽 Intercept), holding all other covariates constant, from regression discontinuity
models fit to data from the 10th Saving Session (Feb. 13, 2023). Posterior means are accompanied by a 95% HDI. Outcome
variable 𝑦 given on right-hand side of plot. Models are fit to subsets of our Saving Session data using bandwidths optimised
to reduce mean-squared error (MSE). Results obtained using three model specifications. The first (“Baseline”) only adjusts
for the assignment variable, the binary treatment, and their multiplicative interaction (Supplementary Tables 3 and 9). The
second (“Extended”) adds to the first a quadratic term for the assignment variable and relevant pre-treatment variables such as a
customer’s historical energy usage, their region of residence, and the degree to which their postcode is deprived (Supplementary
Tables 4 and 10). The third is a variant of the “Extended” specification wherein we account for heteroscedasticity using a
linear predictor for the scale of the outcome 𝜎. The linear predictor for 𝜎 includes only those pre-treatment covariates used to
model the conditional mean in the non-flexible “Extended” model (see parameters 𝜙 in Supplementary Tables 5 and 11; see
Supplementary Information). Finally, we consider how our results might vary under different ranges of our running variable by
taking the “Extended” (Flexible Scale) specification and expanding our MSE-optimal bandwidth by a factor of 1.5 and a factor
of two (Supplementary Tables 6, 7, 12 and 13). The number of observation used to fit each of our models appear in Table 1.
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Figure 5: Percentage change in outcome 𝑦 over the baseline for the control group (i.e., ̂𝛽 Intercept) for the binary treatment
given the LATE ( ̂𝛽 Intraday Opt-in Notice [Ref Day-ahead Notice]), holding all other covariates constant. Outcome variable
𝑦 given on right-hand side of plot. Posterior mean parameter values appear in Figure 4. However, division is performed using
posterior-sample-specific values for each parameter. This yields a distribution of percentage changes which we summarise using
95% HDIs.

our Region of Practical Equivalence (ROPE), the Probability of Direction (POD), the 95% HDI, and the posterior
mode — i.e., the most-likely value for a parameter under the fitted model.11

Focusing on our simplest model of consumption (“Baseline”), the posterior mean LATE (i.e., ̂𝛽 Intraday Opt-in
Notice [Ref Day-ahead Notice]; Figure 4) indicates that OE customers sent an intraday notice used, on average,
0.056 kWh (95% HDI = [0.01, 0.104]) more during the Saving Session compared to OE customers sent a day-ahead
notice — the latter of whom had an estimated average consumption of 0.569 kWh (95% HDI = [0.525, 0.614]).
Put alternatively, consumption on the part of customers sent a day-of notice was higher by ≈ 10.1% (95% HDI
= [1.3, 19.3], Figure 5, Figure 6). Note, however, that across our three models using the same bandwidth, the
posterior mean LATE for intraday notice is sensitive to pre-treatment covariates (e.g., historical energy use) in
terms of its magnitude — where it is attenuated to 𝑎𝑝𝑝𝑟𝑜𝑥 0.4 in our “Extended (Flexible Scale)” model (95%
HDI = [0.005, 0.075]), holding all else constant (typically at the sample average). Furthermore, across the three
models using the same bandwidth, ≈ 2-5% of the LATE’s posterior distribution falls within our ROPE — a range
of values we regard as null for practical purposes.

Strictly speaking, a conservative interpretation (Kruschke 2018) would see this posterior behaviour classified as
inconclusive give our ROPE. Nevertheless, the LATE’s POD for being greater than zero is ≈ 97-99% regardless
of covariates (Supplementary Figure 15). Thus, under our three models using the same bandwidth, there is near
certainty that the LATE “exists” using the decision-making scheme of Makowski et al. (2019) and that the LATE
is positive (i.e., increased consumption under short notice). Accordingly, there is uncertainty around the LATE’s
“significance”. As we discuss in the Supplementary Information under “Adjudication on Evidence”, there is great
value in even very small effects for our particular research application. And the clear POD ultimately leads us
to conclude that there is compelling evidence to suggest that being sent an intraday notice had a positive causal
impact on energy consumption during the Feb. 13 Saving Session for the customers in our bandwidth-specific

11Bayesian inference yields entire distributions of possible values for some parameter of interest, not just a single point estimate.
We judge whether there is evidence of an effect using properties of posterior distributions in line with the existence-significance
decision-making framework of Makowski et al. (2019) and Kruschke (2018). By “existence” we mean “the consistency of an effect in
one particular direction (i.e., positive or negative), without any assumptions or conclusions as to its size, importance, relevance, or
meaning” (Makowski et al. 2019:9). Crucially, this is conceptually distinct from “significance” — i.e., is an effect “worthy of attention”
such that its magnitude is not “likely to be too small to be of high importance in real-world scenarios or applications” (Makowski et
al. 2019:9)? We judge existence of a treatment effect using the Probability of Direction (POD). The POD is the proportion of the
posterior distribution either side of zero (i.e., no effect). We judge significance of an effect using the proportion of the entire posterior
distribution contained within a Region of Practical Equivalence (ROPE) — i.e., a range of values around zero that are, for practical
purposes, all considered to be null. In the Supplementary Information, we further discuss these continuous metrics of evidence and
how we set our ROPEs.
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sample with two provisos. The first is that there is a trivial possibility that the LATE is so tiny as to be practically
unimportant. And the second is that the LATE may not apply to broader time periods as it is sensitive to our
widest bandwidth (PMEAN = 0.016; 95% HDI = [−0.051, 0.081]. Put simply, the broad timing of notices of the
same type appears to have mattered in this particular scenario (RQ1), albeit possibly to a small degree and only
for a narrow set of customers.

As for participation, our linear probability models are inconclusive. Specifically, there is no compelling evidence
to suggest that the broad timing of notices of the same type impacted the likelihood of opting into the Feb. 13
Saving Session (RQ2) in either direction. Amongst our three models using the same bandwidth, the posterior
mean LATE (i.e., ̂𝛽 Intraday Opt-in Notice [Ref Day-ahead Notice]) switches from 0.002 to -0.02 when we adjust
for pre-treatment covariates, the latter of which indicates a decrease in the probability of opt-in of ≈ 3.6% (95%
HDI = [−9, 1.7], Figure 5, Figure 6) for those receiving intraday notice compared to the opt-in probability of
those in the control group (PMEAN = 0.225; 95% HDI = [0.224, 0.227]). Nevertheless, under all three linear
probability models using the same bandwidth, the LATE has a non-trivial POD for having a sign opposite to that
of the posterior mean (Supplementary Figure 15) and, depending on model, ≈ 10-45% of the LATE’s posterior
distribution includes our ROPE. These results do not appear to be strongly dictated by bandwidth.

Figure 6: Expected value of the outcome 𝑦 for the control and treatment condition, holding all other covariates constant.
Outcome variable 𝑦 given on right-hand side of plot. Posterior mean parameter values appear in Figure 10. However, summation
for the experimental condition is performed using posterior-sample-specific values for each parameter. This yields a distribution
of expected outcomes which we summarise using 95% HDIs.

Sharp Regression Discontinuity Design (RDD): Results (Exploratory Modelling)
Before advancing, we briefly consider treatment-effect heterogeneity in relation to the timing of intraday notice
using a pair of ancillary models. Recall that our binary indicator for intraday notice covers all notices sent roughly
between 08:00AM and 11:00AM on Feb. 13 (Figure 2). This leads to a comparison between customers sent notice
within minutes of 11PM the day prior (i.e., the control group; Figure 2) and customers sent day-of notice over
multiple hours across the morning of the Saving Session. Accordingly, we explore whether our results might be
consistent throughout the morning-to-afternoon period by fitting two addition models wherein we swap on singular
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Figure 7: “Forrest plot” depicting posterior means for the hour-specific ATEs ( ̂𝛽 Intraday Opt-in Notice (Time Interval) [Ref Day-
ahead Notice]) and the expected average outcome in the control group ( ̂𝛽 Intercept), holding all other covariates constant, from
regression discontinuity models fit to data from the 10th Saving Session (Feb. 13, 2023) filtered only using our lower bandwidth
ℎ𝐿𝑒𝑓𝑡. Posterior means are accompanied by a 95% HDI. Models fit using our “Extended (Flexible Scale)” specification and thus
adjust for relevant pre-treatment variables such as a customer’s historical energy usage and the degree to which their postcode
is deprived. Outcome variable 𝑦 given on right-hand side of plot. Full results given in Supplementary Tables [-tbl-results-RDD-
consumption-flexible-extended-mse-leftonly] and [-tbl-results-RDD-optin-flexible-extended-mse-leftonly])

Figure 8: Percentage change in outcome 𝑦 over the baseline for the control group (i.e., ̂𝛽 Intercept) for the binary treatment given
the hour-specific ATE ( ̂𝛽 Intraday Opt-in Notice (Time Interval) [Ref Day-ahead Notice]), holding all other covariates constant.
Outcome variable 𝑦 given on right-hand side of plot. Posterior mean parameter values appear in Figure 7. However, division is
performed using posterior-sample-specific values for each parameter. This yields a distribution of percentage changes which we
summarise using 95% HDIs.
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binary indicator for intraday notice with a series of binary indictors for the 60-min period within which day-of
notice was sent (i.e., every hour from 08:00AM and 13:00PM, the cut-off for the sending of opt-in notice).

In so doing, we necessarily approach our RDD through the lens of a standard observational study wherein we
wish to estimate a causal effect by adjusting for all confounders (Gelman et al. 2020:437). Thus, we assume that,
conditional on pre-treatment covariates — most importantly customer tenure — assignment to the control or to the
hour-specific treatment groups is independent of the potential outcomes within a restricted range of our running
variable (See Equation (1) as well as Cattaneo et al. on (Forthcoming) on “local randomisation”). Put simply,
we assume ignorability of our notice-based treatments conditional on tenure for a limited range of account IDs,
amongst other factors — recalling that the ID-based assignment variable is itself a function of tenure (Figure 3).12

We estimate our ancillary models simply by filtering our data using our lower bandwidth bound (𝐶 − ℎ𝐿𝑒𝑓𝑡)
such that all customers with account IDs 𝐴𝑖 greater than this bound are used for model fitting. Thus, we continue
to use as a control group customers sent notice immediately before 11:00PM on Feb. 12th.

As this form of RDD focuses on the average difference between the control and treatment groups (i.e., ATEs)
as opposed to the causal effect at the cutoff 𝐶 (i.e., the LATE), it makes no functional form assumption (Cattaneo
et al. Forthcoming) and standard techniques analytic techniques can be used (Cattaneo et al. Forthcoming).
Accordingly, the two ancillary models are fit using our “Extended (Flexible Scale)” specification whilst dropping
as predictors account ID, the quadratic transformation of account ID, and the multiplicative interactions between
treatment and account ID.

Keeping all of this in mind, estimates (Figure 7, Figure 8) indicate that results from our main RDD models are
consistent throughout the morning of the 13th in terms of their signs, where the magnitudes of the ATEs do not
dramatically change over time.

Table 1: Number of observations 𝑁 used to fit each model for our primary analyses of Total Metered Consumption (kWh) or the
Probability of Opt-in for a given Saving Session in relation to our regression discontinuity design (RDD) or randomised controlled
trial (RCT) and after dropping missing values in relation to the model specifications in Figure 4 and Figure 10

Design 𝑦 Specification 𝑁 Results
RDD Total Consumption (kWh) Baseline (MSE-Optimal Band.) 78,724 Table 3
RDD Total Consumption (kWh) Extended (MSE-Optimal Band.) 69,223 Table 4
RDD Total Consumption (kWh) Extended (MSE-Optimal Band.; Flex. Scale) 69,223 Table 5
RDD Total Consumption (kWh) Extended (MSE-Optimal Band. × 1.5; Flex. Scale) 96,558 Table 6
RDD Total Consumption (kWh) Extended (MSE-Optimal Band. × 2; Flex. Scale) 123,373 Table 7
RDD Total Consumption (kWh) Extended (MSE-Optimal Band. Left Only; Flex. Scale) 350,834 Table 8
RDD Probability of Opt-in Baseline (MSE-Optimal Band.) 99,678 Table 9
RDD Probability of Opt-in Extended (MSE-Optimal Band.) 88,501 Table 10
RDD Probability of Opt-in Extended (MSE-Optimal Band.; Flex. Scale) 88,501 Table 11
RDD Probability of Opt-in Extended (MSE-Optimal Band. × 1.5; Flex. Scale) 104,509 Table 12
RDD Probability of Opt-in Extended (MSE-Optimal Band. × 2; Flex. Scale) 125,236 Table 13
RDD Probability of Opt-in Extended (MSE-Optimal Band. Left Only; Flex. Scale) 378,091 Table 14
RCT Total Consumption (kWh) Baseline 638,242 Table 15
RCT Total Consumption (kWh) Extended 547,055 Table 16
RCT Total Consumption (kWh) ITT (Extended Variant) 547,055 Table 17
RCT Total Consumption (kWh) ITT (Extended Variant; Flex. Scale) 547,055 Table 18
RCT Probability of Opt-in Baseline 650,809 Table 19
RCT Probability of Opt-in Extended 558,290 Table 20
RCT Probability of Opt-in ITT (Extended Variant) 558,290 Table 21
RCT Probability of Opt-in ITT (Extended Variant; Flex. Scale) 558,290 Table 22

12Note, we drop P376 Baseline Consumption from our ancillary model for the probability of opt in as its inclusion led to divergent
transitions (i.e., ill-behaved chains) during posterior sampling.
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Figure 9: Day-ahead “heads-up” email sent to customers to raise awareness about an upcoming Saving Session.

Study 2: Random Assignment Mechanism With Non-Compliance
Randomised Encouragement Design (RED): Basic Setup
Like Study 1, our second study concerns the causal impact of opt-in notice timing. However, it benefits from a
far larger sample for the purposes of model fitting and a randomised controlled trial based on an inversion of the
customer-messaging set-up used for the Feb. 13 quasi-experiment.

Specifically, Study 2 concerns 650,809 OE customers who had signed-up to participate in Demand Flexibility
Service events by Mar. 14 and whom OE tracked during the Mar. 14 Saving Session. Unlike the other Saving
Sessions throughout the Winter of 2022-23, all 650,809 customers were sent intraday opt-in notices for the Mar. 15
Saving Session. Accordingly, for our RCT, we randomly selected a subset of customers to receive supplementary
messaging and, in some cases, a supplementary price incentive on top of the standard intraday notice.

Of the 650,809 OE customers, 19,182 were randomly assigned to receive a day-ahead “heads-up” email on
Mar. 14 (Figure 9). We refer to this notice as a “heads-up” email as those in receipt of this message could not
use it to formally agree to participate in the Saving Session on Mar. 15 (c.f. opt-in notices). Indeed, the heads-up
email only informed DFS-participating customers about the upcoming Saving Session and its general importance.
Distribution of the day-ahead heads-up email was managed using a third-party platform (i.e., “SendGrid”) that is
operationally distinct from OE’s internal customer-messaging platform used to send the intraday notices (discussed
above in relation to Study 1).

Furthermore, 19,220 of the 650,809 OE customers were randomly assigned to receive an intraday “reminder”
SMS text message on Mar. 15. And these 19,220 customers were made eligible for a performance-related bonus price
incentive of 1,000 “OctoPoints” worth £1.25. Like the heads-up email, the SMS reminder text raised awareness of
the upcoming Saving Session. However, customers in receipt of a text may have already received primary notice
(hence, “reminder”). Furthermore, the SMS text disclosed the level of bonus on offer subject to positive session
performance.13 Owing to their abbreviated length, the SMS text did not reference the general importance of
Saving Sessions. The exact text of the SMS was as follows:

“SAVING SESSION TODAY 1830-1930. SPOT PRIZE: Octobot has chosen you at random to win
1000 OctoPoints if you save energy in tonight’s Session. Opt in before 1830!”

Thus, our RCT has three experimental conditions:

1. Control Group (𝑁 = 627,155): Intraday Opt-in Notice Only
2. Treatment Group 1 (𝑁 = 19,182): Intraday Opt-in Notice plus Day-ahead “Heads-up” Email
3. Treatment Group 2 (𝑁 = 19,220): Intraday Opt-in Notice plus Intraday “Reminder” SMS Text plus Eligibility

for £1.25 Bonus

Two factors make random assignment of our second treatment imperfect. First, some customers assigned to the
SMS-plus-bonus condition had disallowed SMS communications from OE. Second, we were unable to send SMS
texts to every customer assigned to the SMS-plus-bonus condition who had allowed SMS messages from OE.

13Session performance was deemed positive when a customer’s session consumption was less than their historical average consumption.
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Specifically, we were limited to sending intraday SMS texts to a maximum of 5,000 OE customers. In total,
4,731 of the 19,220 OE customers assigned to the SMS-plus-bonus condition did not allow SMS texts from OE. Of
the remaining 14,489 customers who did allow SMS communications, 4,472 were randomly sub-sampled to receive
an intraday SMS reminder. Thus, there were 14,748 customers (i.e., 4,731 + 10,017) assigned the second treatment
who did not actually receive the second treatment. Nevertheless, all 19,220 customers assigned to the SMS-plus-
bonus condition were made eligible to receive the bonus price incentive regardless of whether they disallowed SMS
communications from OE and irrespective of whether they were a part of the random sub-sample. In these respects,
our second treatment suffers from imperfect compliance.

We are interested in the causal effect of actually receiving an intraday SMS text — again assuming, similarly to
Study 1, that sent notices are actually received. Thus, our binary indicator for the second treatment only reflects
the 4,472 OE customers who had allowed SMS communication from OE and who were sent an intraday SMS
reminder after random sub-sampling. Consequently, the 4,731 customers who had disallowed SMS communication
and the 10,017 customers who had allowed SMS communication but who were not randomly sub-sampled are only
included in our binary indicator for eligibility for our second treatment.

Note well that these 14,748 customers only received the intraday email. And they were not made aware of their
eligibility for the bonus price incentive unless they met the bonus criterion by the end of the Saving Session —
where winnings were disclosed after the Saving Session. If these individuals had been informed, it would represent
a distinct form of treatment and it would have been prudent to create a fourth treatment group for “intraday
notice plus bonus eligible”. But this was not the case.

Keeping all of this in mind, we draw the following contrasts across the 650,809 OE customers who had signed-up
to participate in DFS events by Mar. 14 and for whom OE tracked during the Mar. 15 Saving Session as a part of
our RCT:

1. Intraday Opt-in Notice + Day-ahead “Heads-up” Email (Treatment Group 1) vs. Intraday Opt-in Notice
Only (Control Group)

2. Intraday Opt-in Notice + Intraday “Reminder” SMS Text [Actually Received] + Eligibility for £1.25 Bonus
(Treatment Group 2) vs. Intraday Opt-in Notice Only (Control Group)

Given non-compliance, we formulate an answer to RQ1 and RQ2 through the lens of a randomised encourage-
ment design (RED) — i.e., a type of experimental setup wherein variation in some difficult-to-directly-manipulate
treatment is induced using a source of random variation (i.e., the random “encouragement”) that is related to the
difficult-to-directly-manipulate treatment and not related to the outcome of interest. Here, our random “encour-
agement” is our original, explicit random assignment to the SMS-plus-bonus condition.

Note, due to non-compliance, we can only estimate the Complier Average Causal Effect (CACE) for the SMS-
plus-bonus condition. The CACE — a kind of LATE — is the causal estimand for customers whose receipt of an
intraday SMS and awareness of their eligibility for the bonus price incentive could be altered by our randomisation.
This is distinct from the Average Treatment Effect (ATE) which we estimate for the day-ahead-email condition
alongside the CACE using instrumental variable (IV) estimation following Gelman et al. (2020), Bhuller and
Sigstad (2005), Rossi et al. (2005), Lopes and Polson (2014), and McElreath (2020). We further explain and
justify our RED framing and our use of IV estimation in the Supplementary Information.

Randomised Encouragement Design (RED): Methods
We estimate the ATE and the CACE for our supplementary-notice conditions using a (recursive) simultaneous-
equation Bayesian regression model. This is the standard recommend approach to IV estimation amongst Bayesian
statisticians (Gelman et al. 2020; Lopes and Polson 2014; McElreath 2020; Rossi et al. 2005; see also, Greene
2019; Kleibergen and Zivot 2003; Wooldridge 2010). It involves using a two-dimensional multivariate Normal
distribution to jointly fit two models. The first model is of our outcome 𝑦 (i.e., session consumption or session
participation) conditional on our treatment with imperfect compliance 𝑇 (i.e., a binary indicator for the 4,472
customers who received the SMS-plus-bonus treatment). The second model is of 𝑇 conditional on our binary
random encouragement 𝑍 (i.e., an indicator for the 19,220 customers merely assigned to the SMS-plus-bonus
condition).

Put succinctly, we fit models comprised of two, interrelated regression equations with correlated errors 𝜖𝑖,𝑦 and
𝜖𝑖,𝑇 . This is broadly analogous to a frequentist two-stage least-squares procedure using OLS regression.

Formally, our combined model for the ATE for the day-ahead-email condition and the CACE for the SMS-plus-
bonus condition is as follows:

14

https://juanitorduz.github.io/iv_pymc/
https://juanitorduz.github.io/iv_pymc/
https://rpsychologist.com/adherence-analysis-IV-brms
https://rpsychologist.com/adherence-analysis-IV-brms
https://rpsychologist.com/adherence-analysis-IV-brms
https://discourse.pymc.io/t/multivariate-normal-distribution/2904/2
https://discourse.pymc.io/t/multivariate-normal-distribution/2904/2
https://rpsychologist.com/adherence-analysis-IV-brms


[ 𝑦𝑖
𝑇SMS,𝑖

] ∼ 𝑀𝑉 𝑁𝑜𝑟𝑚𝑎𝑙2 ([ 𝜇𝑦,𝑖
𝜇𝑇SMS,𝑖

] , Σ) (3)

𝜇𝑦,𝑖 = 𝛽0 + 𝛽1𝑇Day-ahead Email,𝑖 + 𝛽2𝑇SMS,𝑖 + 𝑋𝑖 ⃗𝛽 + 𝜖𝑖,𝑦 (a)
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]
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⋅ [𝜎𝑦 0
0 𝜎𝑇SMS

]
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Diag(𝜎)

𝛽1, 𝛽2, ⃗𝛽, 𝛾1, ⃗𝛾 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)
𝛽0, 𝛾0 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)

𝜎𝑦 , 𝜎𝑇SMS
∼ 𝐺𝑎𝑚𝑚𝑎(𝛼 = 2, 𝛽 = 0.5)

Ω ∼ 𝐿𝐾𝐽2(𝜂 = 1),

where (3b) and (3a) are analogous to the first- and second-stage in two-stage least-squares frameworks,
𝑇Day-ahead Email,𝑖 is the binary indicator for treatment one (i.e., day-ahead “heads-up” email), 𝑇SMS,𝑖 is the binary
indicator for treatment two for OE customers who received it, and 𝑍SMS,𝑖 is our random instrument/encouragement
(i.e., random assignment to the SMS-plus-bonus condition).

Additionally, 𝑋 is a 𝑁 ×𝑝 matrix containing 𝑝 pre-treatment covariates and/or confounders 𝑥 believed to jointly
determine 𝑍SMS,𝑖 and the response potential outcomes (𝑦0, 𝑦1) or 𝑍SMS,𝑖 and the treatment potential outcomes
(𝑇 0, 𝑇 1) for study units 𝑖 ∈ 𝑁 . Furthermore, ⃗𝛽 and ⃗𝛾 are 𝑝-length vectors of coefficients relating the pre-treatment
covariates/confounders to 𝑦 and 𝑇 , respectively. Moreover, 𝜎𝑦 and 𝜎𝑇 are the standard deviations of the equation-
specific error terms 𝜖𝑖,𝑦 and 𝜖𝑖,𝑇 — where 𝜌 is the correlation between the errors terms.

Thus, 𝛽1 is the ATE of the day-ahead condition, 𝛽2 is the CACE of the SMS-plus-bonus condition, and 𝜌
captures the expected amount and direction of “endogeneity” (i.e., the correlation between unexplained aspects of
𝑌 and unexplained aspects of 𝑇 ) — although this is expected to be a lower, not upper, estimate (Lopes and Polson
2014:102). In the Supplementary Information, we discuss our choice of prior for each parameter in Equation (3).

Randomised Encouragement Design (RED): Results (Main)
Figure 10 depicts the posterior mean for three causal effects from models of total consumption (kWh) during, and
actual participation in, the Mar. 15 Saving Session. The first and second causal effect come from our simultaneous-
equation models. And they are, respectively, the ATE of receiving a day-ahead heads-up (vs. an intraday notice
only) and the CACE of receiving an intraday SMS reminder plus being made bonus-eligible (vs. an intraday notice
only). The third quantity comes from a single-equation, “reduced form” model (see Supplementary Information)
and it is the intent-to-treat effect (ITT) for the SMS-plus-bonus condition — i.e., the effect of merely being made
eligible to receive treatment (Gelman et al. 2020:426). Posterior means are accompanied by 95% HDIs. For
both outcomes, posterior means and HDIs are obtained using two model specifications. As in Study 1, these
specifications differ based on inclusion of potential confounders (i.e., “Baseline” vs. “Extended”). Supplementary
Figure 16 depicts the distribution of posterior values for each causal effect in relation to our Region of Practical
Equivalence (ROPE), the Probability of Direction (POD), the 95% HDI, and the posterior mode — i.e., the most-
likely value for a parameter under the fitted model. 95% HDIs in Figure 10 are tiny due to posterior standard
deviations being uniformly small.

The posterior mean ATE (i.e., ̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only]) from our simplest
model of consumption (“Baseline”) indicates that OE customers sent a supplementary day-ahead email used, on
average, 0.021 kWh less (95% HDI = [−0.032, −0.01]) during the Saving Session compared to OE customers only
sent an intraday notice. Consumption is estimated to be 0.655 kWh (95% HDI = [0.653, 0.657]), on average,
amongst customers who only received day-of notice. Thus the posterior mean ATE represents a 3.2% (95% HDI
= [−5, −1.5]) reduction in consumption over baseline (Figure 11, Figure 12). However, the posterior mean ATE
is attenuated to -0.013 (95% HDI = [−0.022, −0.003]) in the presence of pre-treatment covariates (“Extended”
model) — where it virtually disappears when we explicitly model heteroscedasticity (i.e., “Flexibly Scale” model;
PMEAN = -0.006; 95% HDI = [−0.013, 0.001]) Moreover, despite the ATE’s POD for being less than zero being
100% under our simplest model (Supplementary Figure 16), ≈ 27% of its posterior distribution includes our ROPE
when adjusting for pre-treatment variables (Supplementary Figure 16) and 85% of its posterior includes our ROPE
when we explicitly model heteroscedasticity (Supplementary Figure 17).

Similar to the LATE in our models of consumption in Study 1, the ATE’s POD for being less than zero is ≈ 95-
100% regardless of covariates (Supplementary Figures 16 and 17). Thus, under our models, there is near certainty
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Figure 10: “Forrest plot” depicting posterior means for the ATE ( ̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only]),
the CACE ( ̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive [Ref Intraday Only]), the intent-to-treat effect or “ITT” ( ̂𝛽𝑦
Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.]), and the expected average outcome in the control group ( ̂𝛽𝑦
Intercept), holding all other covariates constant. Outcome variable 𝑦 given on right-hand side of plot. Results obtained either from
the second part of a simultaneous-equation regression model (i.e., the ATE and CACE) or a single-equation regression model (i.e.,
the ITT) fit to data from the randomised controlled trial for the 12th Saving Session (Mar. 15, 2023). Four model specifications
are used. The first (“Baseline”) only adjusts for our binary treatment and encouragement (Supplementary Tables 15, and 19). The
second (“Extended”) adds to the first relevant pre-treatment variables such as a customer’s historical energy usage, their region
of residence, and the degree to which their postcode is deprived (Supplementary Tables 16, and 20). The third (“ITT (Extended
Variant)”) is a version of the second wherein we replace the binary indicator for actually receiving the SMS-plus-bonus treatment
with a binary indicator for randomised assignment to the SMS-plus-bonus condition. The fourth specification is a variant of
the third wherein we account for heteroscedasticity using a linear predictor for the scale of the outcome 𝜎 (see parameters 𝜙 in
Supplementary Table 18, and 22; see also Supplementary Information). The number of observation used to fit each of our models
appear in Table 1.
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Figure 11: Percentage change in outcome 𝑦 over the baseline for the control group ( ̂𝛽𝑦 Intercept) for the binary treatment given
the ATE ( ̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only]), the CACE ( ̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25
Incentive [Ref Intraday Only]), or the ITT ( ̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.]), holding all other
covariates constant. Outcome variable 𝑦 given on right-hand side of plot. Posterior mean parameter values appear in Figure 10.
However, division is performed using posterior-sample-specific values for each parameter. This yields a distribution of percentage
changes which we summarise using 95% HDIs.
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Figure 12: Expected value of the outcome 𝑦 for the control and treatment conditions, holding all other covariates constant.
Outcome variable 𝑦 given on right-hand side of plot. Posterior mean parameter values appear in Figure 10. However, summation
for the experimental conditions is performed using posterior-sample-specific values for each parameter. This yields a distribution
of expected outcomes which we summarise using 95% HDIs.
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that the ATE “exists” and that it is negative (i.e., decreased consumption under earlier notice). Accordingly, there
is uncertainty around the ATE’s “significance”. And, as with Study 1, the clear POD leads us to conclude that
there is compelling evidence to suggest that being sent supplementary day-ahead notice had a negative causal
impact on energy consumption during the Mar. 15 Saving Session with the proviso that there is a trivial possibility
that the ATE is so tiny as to be practically unimportant. Put simply, early email-based notice appears to have
mattered in this particular scenario (RQ1), albeit possibly to a very small degree.

Turning to our treatment with non-compliance, the first equation in our Simple and Expanded model of con-
sumption captures the expected association between our instrument and our SMS-based treatment. In the present
scenario, this is the expected proportion of compliers ( ̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref
Not As.]) under the simple model (PMEAN = 0.233; 95% HDI = [0.232, 0.234]; Supplementary Table 15) and the
expanded model (PMEAN = 0.225; 95% HDI = [0.224, 0.227]; Supplementary Table 16).

Nevertheless, evidence in relation to the CACE in both our simple and expanded models is inconclusive. That
is to say, there is no compelling evidence to suggest that being sent an intraday SMS reminder whilst being made
eligible for the bonus price incentive had a causal impact on consumption during the Mar. 15 Saving Session in either
direction. Specifically, the posterior mean CACEs (i.e., ̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive
[Ref Intraday Only]) in our Baseline and Extended models are, respectively -0.030 (95% HDI = [−0.08, 0.018])
and -0.027 (95% HDI = [−0.069, 0.016]). However, under both models, the CACE has a non-trivial probability of
having the opposite sign (POD greater than zero ≈ 11%; Supplementary Figure 16). And, depending on model, ≈
16-18% of the posterior for the CACE, alongside a portion of 95% of its most-probable values, include our ROPE
(Supplementary Figure 16).

To the extent that ̂𝜌𝜖𝑖,𝑦,𝜖𝑖,𝑇
— i.e., the estimated correlation between errors for the first and second equations

in our simultaneous-equation models — captures endogeneity (Lopes and Polson 2014), we do not expect the
posterior mean CACE to be biased. Indeed ̂𝜌𝜖𝑖,𝑦,𝜖𝑖,𝑇

is minuscule in the Baseline model (PMEAN = -0.002; 95%
HDI = [−0.007, 0.003]) and in the Extended model (PMEAN = -0.001; 95% HDI = [−0.007, 0.004]). We also stress
our use of an instrument that was randomised alongside our adjustment for a wide-array of potential sources of
residual imbalance.

All in all, the most conservative conclusion based on behaviour of the posterior for the CACE is that it is
unclear whether and how the timing of supplementary SMS-based notice, alongside the availability of the bonus
price incentive, mattered for energy consumption during the Mar. 15 Saving Session for the particular OE customers
in our sample (RQ1). Evidence around ITT effect on consumption support this conclusion (Supplementary Figure
17).

As for participation, our Baseline and Extended model (both linear probability sub-models) unambiguously
indicate that our treatments positively impacted the likelihood of opting into the Mar. 15 Saving Session (RQ2).
Specifically, the posterior mean ATE for the day-ahead-heads-up-email condition from our simplest model (PMEAN
= 0.026; 95% HDI = [0.019, 0.033]) indicates a roughly 6% increase in the the probability of opt-in over the
control group for the event (95% HDI = [4.2, 7.8], Figure 11), the latter of whom are estimated as opting-in with
a probability of 0.443, on average (95% HDI = [0.442, 0.444], Figure 12). Furthermore, under all of our model
specifications, the ATE’s POD for being greater than zero is 100% and the ATE’s posterior distribution comfortably
clears our ROPE (Supplementary Figures 16, and 17). Thus, there is compelling evidence for us to conclude that
the supplementary, email-based heads-up caused and increase in the probability of participation.

Further still, the posterior mean CACE for the SMS-plus-bonus condition is 0.102 (95% HDI = [0.072, 0.133]) in
our Baseline model of the probability of formally agreeing to participate in the Mar. 15 Saving Session. The POD
for being greater than zero is 100% for the CACE. And the posterior for the CACE comfortably clears our ROPE
in both our simple and expanded models (Supplementary Figure 16). Thus, there is also compelling evidence
for us to conclude that being sent a supplementary intraday SMS-based reminder whilst being made eligible for
an additional price incentive caused and increase in the probability of opt-in by ≈ 23% (95% HDI = [14.7, 31],
Figure 11) over the probability of event participation in the control group.

Results related to the CACE for opt-in are consistent with our models for the ITT for the SMS-plus-bonus
condition (Supplementary Figure 17). The latter models also suggest that our results for the ITT/CACE are
not vulnerable to heteroscedasticity. Accordingly, the broad timing and the general type of supplementary notice
appears to have mattered for participation in the Mar. 15 Saving Session for the particular OE customers in our
sample (RQ2).

Randomised Encouragement Design (RED): Results (Exploratory Modelling)
Last, we briefly consider treatment-effect heterogeneity in relation to customers’ attributes using a set of ancillary,
exploratory models. Given the large scale of our data, we narrowly focus on geography as this is a plausible source
of variation in consumption-related behaviour in absence of a clear scientific theory of heterogeneity. Thus, ancillary
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models concern Great Britain’s 14 Distribution Network Operator (DNO) regions — i.e., geographically-defined
areas under the control of different commercial firms that are used to administer electricity from the National Grid
to British households. Specifically, ancillary models are used to estimate region-specific ATEs for the day-ahead-
email condition alongside region-specific ITTs for mere eligibility for the SMS-plus-bonus condition. Recall that
the ITT is the effect of eligibility itself. And it is useful in scenarios wherein one expects a gap between the number
of individuals targeted for some treatment and the number of individuals actually receiving the treatment. Indeed,
there are likely to be challenges around compliance with SMS-based treatments in real-world scenarios such that
policymakers and practitioners will benefit from knowing the effect of possibly receiving treatment.

Following Blackwell and Olson’s (2021) warnings around omitted-interaction-effect bias, we eschew multiplicative
interactions between region and the ATE and between region and the ITT to instead subset our data by DNO region
and then use these subsets to fit 14 separate models. This is equivalent to including multiplicative interactions
between DNO region and all other parameters in our model (Blackwell and Olson 2021), a practice we avoid
here due to concerns around possible model instability. Mean parameter values appear in Figure 13 and mean
percentage changes over baseline appear in Figure 14.

There is clear heterogeneity in posterior mean ATEs and posterior mean ITTs conditional on DNO region. In
line with our pooled models (Figure 10), evidence of causal effects is generally more compelling in our region-specific
models of the probability of event participation as opposed to our region-specific models of consumption, where
the largest participation effects appear to be for Wales and the South of England. Still, 95% HDI are generally
wide and span zero such that most regions have plausible values for their ATE and ITT that are similar to those
in other regions, save for the ITT in South Wales and Merseyside and North Wales.14

14Note, we drop P376 Baseline Consumption from our ancillary model for the probability of opt in in the DNO region “South Eastern”
as its inclusion led to divergent transitions (i.e., ill-behaved chains) during posterior sampling.
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Figure 13: “Forrest plot” depicting posterior means for the ATE ( ̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only]),
the ITT ( ̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.]), and the expected average outcome in the control
group ( ̂𝛽𝑦 Intercept) in each of Great Britain’s 14 DNO regions, holding all other covariates constant. Result obtained using
single-equation regression models fit to data specific to each DNO region from the randomised controlled trial for the 12th Saving
Session (Mar. 15, 2023). Region-specific models fit using our “Extended (Flexible Scale)” specification and thus we adjust for
relevant pre-treatment variables such as a customer’s historical energy usage and the degree to which their postcode is deprived
whilst including a linear predictor for the scale of the outcome 𝜎.
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Figure 14: Percentage change in outcome 𝑦 over the baseline for the control group (i.e., ̂𝛽𝑦 Intercept) for the binary treatment
given the ATE ( ̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only]) or the ITT ( ̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand.
Assigned [Ref Not As.]), holding all other covariates constant. Posterior mean parameter values appear in Figure 13. However,
quotients are obtained using posterior-sample-specific values for each parameter. This yields a distribution of percentage-changes
which we summarise using 95% HDIs.

22



Discussion
Changing the behaviour of private individuals is a vital component of the transformation of energy systems. And
here we have investigated the potential utility of energy retailers’ modulation of their appeals to consumers to
engage in flexible domestic energy use. Specifically, we have presented two studies — a quasi-experiment and
a randomised controlled trial — wherein we analysed data on total consumption (kWh) during — and formal
agreement to participate in — two 60-minute energy-savings events in 2023 on the part of 666,441 customers of
Octopus Energy alongside data on the time horizon (course-grained) and channel (general) of OE’s requests to its
customers to consume less electricity.

Our RCT provides clear evidence of a positive, causal association between customers’ formal agreement to
participate in the second 60-min event and OE’s supplementary notice about that event — where day-of, SMS-
based notice, alongside a bonus price incentive, was more effective than day-ahead email-based notice (Figure 11).
More formally, we find that, conditional on pre-treatment variables (e.g., historical energy usage), being sent
a supplementary “heads-up” email the day prior or a day-of “reminder” SMS text message respectively in-
creased the probability of event participation by ≈ 6% (95% HDIExtended Model = [4.2%, 7.8%]) and ≈ 23% (95%
HDIExtended Model = [14.7%, 31%]) over baseline (i.e., day-of primary notice [email and/or SMS]) — where we ob-
serve an increase of ≈ 5.2% (95% HDIExtended (Flexible Scale) Model = [3.3%, 7%]) in the probability of participation
when considering mere eligibility for the SMS-based treatment (Figure 11). Nevertheless, we find no compelling
evidence to suggest that ancillary contact via an intraday SMS text led to increased or decreased turn down at
the designated time.

As for email and consumption, our quasi-experiment using a donut-hole RDD clearly indicates that being sent
an intraday notice had a positive causal impact on energy consumption during the Feb. 13 Saving Session. Recall
that our models place noteworthy probability density on particularly small values for this causal effect. Still,
on a broad scale (e.g., aggregation across whole geographic regions) and conditional on pre-treatment variables,
the posterior mean causal effect of short notice in Study 1 (PMEANExtended (Flexible Scale) Model = 0.040, 95%
HDIExtended (Flexible Scale) Model = [0.004, 0.075]) is considerable as it represents an increased consumption of ≈
6.7% (95% HDI = [0.7%, 12.9%]). Indeed, the general direction of our effects from Study 1 and Study 2 are
consistent in that they indicate longer time horizons for email-based notice perhaps reduced energy consumption
amongst the particular OE customers in our samples (see the positive posterior values for the LATE ̂𝛽 Intraday
Opt-in Notice [Ref Day-ahead Notice] in Study 1 Figure 4 and the negative posterior values for the ATE ̂𝛽𝑦 Intraday
Notice + Day-ahead Email [Ref Intraday Only] in Study 2 Figure 10). Yet, despite their PODs being near 100%,
we note again that there is some question as to whether any of these effects are, in practice, not zero given our
ROPE (Supplementary Figures 15, 16, 17) — especially for our RCT which only indicates a ≈ 1% turndown (95%
HDI = [−2%, 0.1%]) under early, supplementary email-based notice after we account for heteroscedasticity.

Practically speaking, what then do our results mean for institutional actors (e.g., energy suppliers, transmis-
sion system operators, governments) and applied researchers hoping to change electricity-consumption-related
behaviours on the part of private individuals? Our most unambiguous results concern engagement with energy-
saving events. And our second study strongly suggests the providing domestic consumers with supplementary
notice about these events over and above primary messaging can play an important part in converting mere aware-
ness of the need to conserve electricity into agreement to try to do so. Note well, however, that the design of our
RCT prevents us from partitioning the CACE (or the ITT) for the second treatment condition into the effect of
being sent an SMS reminder versus the effect of the bonus price incentive. Thus, the potential for more money

— and/or the greater accessibility afforded through use of SMS as a communication channel — could undergird
this particular result. Still, even if the expected sizeable impact of the second treatment is primarily driven by the
price incentive, our two-equation regression models also indicate that day-ahead supplementary notice via email
also causally increased participation.

Given all of this, we ultimately conclude that the broad timing and the general type of appeals matter in the
sense that they stand to shape engagement with demand-flexibility initiatives (RQ2) yet may still fail to drive
large change in levels of consumption (RQ1) — at least for the individuals in our sample.

When making sense of this conclusion, there are two limitations to our research that practitioners and applied
researchers ought to keep in mind.

First, as we allude to above, our mix of experimental conditions is awkward. That is to say, we do not fit
models using all possible combinations of distinct treatments with respect to timing, channel, and price incentive
(e.g., intraday opt-in notice + day-ahead “heads-up” email vs. intraday opt-in notice + intraday “reminder” SMS
text vs. intraday opt-in notice + £1.25 bonus vs. intraday opt-in notice + intraday “reminder” SMS text + £1.25
bonus, etc.). Unfortunately, we were restricted in our ability to assign an expansive set of treatments owing to
limited budget and difficulties related to orchestrating an experiment involving customers at a large commercial
organisation. Thus, we can not estimate the direct and synergistic effects of timing, channel, and price incentive,
making aspects of our findings difficult to interpret. Along this line, and given our results, future research should

23



make a special effort to measure the impact of notice-based treatments using more-granular time horizons (e.g., 3,
6, 12, 24, and 48 hours ahead of an energy-savings event). Mutatis mutandis for varying price incentives.

Finally, save for a series of ancillary models focused on geographic region, we have narrow focused on various
flavours of unconditional treatment effects (i.e., the ATE, LATE, and CACE). However, other conditional average
treatment effects (e.g., those related to variation in socio-economic status) may also be relevant. Broadly speaking,
conditional ATEs may be recovered in a regression framework using multiplicative interactions (see Gelman et al.
(2020)). Nevertheless, we generally opt for unconditional models owing to a lack of clear scientific theory and strong
domain priors (c.f., DNO region) around mechanisms for treatment-effect heterogeneity — a recipe for bad research
practice and poor reproducibility. We also eschew multiplicative interactions owing to the non-trivial changes to
model interpretation induced by their inclusion alongside increased potential for model instability — particularly
when incorporating interactions in the most-rigorous manner. Accordingly, future work should explore how best
to sensibly investigate treatment-effect heterogeneity in a manner sensitive to the warnings of both Blackwell and
Olson (2021) and Brambor et al. (2006) around multiplicative interactions.
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Supplementary Information
Adjudication of Evidence
Here we clarify how we marshal evidence to answer RQ1 and RQ2. Null-Hypothesis Significance Testing (NHST) is
controversial amongst researchers working within a Bayesian framework as it is thought to promote binary thinking
and overconfidence (Kruschke 2018; Kruschke and Liddell 2018; Makowski et al. 2019; McShane et al. 2019). And,
in the wake of the generalised reproducibility crisis, NHST is increasingly viewed with scepticism — where NHST
is outright avoided by some social, physical, and biomedical scientists (Benjamin et al. 2017; Demidenko 2016;
Halsey 2019; Lakens et al. 2018; McShane et al. 2019; van de Schoot et al. 2021). Nevertheless, we wish to judge
our results in a manner that allows us to make decisions and pose recommendations for practitioners. Bayesian
inference yields entire distributions of possible values for some parameter of interest (e.g., the LATE), not just a
single point estimate. These “posterior” distributions may be discussed in terms of the probability of particular
values of a parameter. This is expected to be more useful for practitioners. Thus, we judge whether there is
evidence of a treatment effect by using properties of posterior distributions in line with the existence-significance
decision-making framework of Makowski et al. (2019) (see also Kruschke (2018; Kruschke 2021) and Kruschke and
Liddell (2018).

As mentioned in the main text, by “existence” we mean “the consistency of an effect in one particular direction
(i.e., positive or negative), without any assumptions or conclusions as to its size, importance, relevance, or meaning”
(Makowski et al. 2019:9). “Existence” is conceptually distinct from “significance” — the latter of which indicates
whether an effect is “worthy of attention” such that its magnitude is not “likely to be too small to be of high
importance in real-world scenarios or applications” (Makowski et al. 2019:9)?

Recall that we judge existence of a treatment effect using the Probability of Direction (POD). The POD is the
proportion of the posterior distribution on either side of zero (i.e., no effect). And recall that we judge significance
of a treatment effect using a whole-posterior or “full” Region of Practical Equivalence (ROPE). Specifically, we
report the proportion of the posterior distribution contained within a region of values around zero that are, for
practical purposes, all considered to be null. Thus the POD and the ROPE yield continuous metrics of evidence.

We stress that the ROPE is subjective in the sense that it is chosen by the researcher (Kruschke 2018; Kruschke
and Liddell 2018; Makowski et al. 2019). This is no different from the frequentist p-value which has arbitrary
decision thresholds (e.g., 𝛼 = 0.05) that only appear objective due to long-standing norms (Benjamin et al. 2017;
Demidenko 2016; Halsey 2019; Kruschke 2018; Kruschke and Liddell 2018; Lakens et al. 2018; Makowski et al.
2019; McShane et al. 2019).

For both Study 1 and Study 2, we set the ROPE for our treatment effects on consumption to [−0.01 kWh, 0.01 kWh].
We do so as we found that median prompted turn down can be as low as 0.06 kWh (e.g., during overnight periods)
in an unpublished analysis of requests for flexible energy use across thousands of British households in early
2022.15 Moreover, small shifts in consumption can be meaningful to energy retailers and transmission system
operators when aggregating across hundreds of thousands of consumers and whole geographic regions. Indeed,
the ability of utility providers to facilitate even modest turn down — especially closer to real time under short
notice — is vital to the transformation of energy systems such that limited energy reduction represents valuable
balancing action.

Moreover, for both Study 1 and Study 2, we set the ROPE for our treatment effects on the probability of
participation to [−(𝜎𝑦,Opt-in × 0.01), (𝜎𝑦,Opt-in × 0.01)] — i.e., ± 1% of the observed, unconditional standard
deviation of our binary indicator for session participation (i.e., 𝜎𝑦,Opt-in = √𝜇𝑦,Opt-in × (1 − 𝜇𝑦,Opt-in)). This
ROPE is somewhat similar to that which is recommended by Kruschke (2018) for detecting a small effect using
linear regression. However, we use a multiplicative factor of 0.01 instead of 0.1 owing to our assumption that even
very small participation effects could be meaningful to energy retailers and transmission system operators due to
the scale of the number of households under their remit.

Posterior distributions for our causal effects in relation to our ROPEs are given in Supplementary Figures 15,
16, and 17.

15See “The Big Dirty Turn Down: Deep Analysis of a Domestic Energy Flexibility Trial” by Centre for Net Zero (2021).
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Figure 15: Kruschke-style (2018) posterior density plots for the LATE ( ̂𝛽 Intraday Opt-in Notice [Ref Day-ahead Notice]) from
regression discontinuity models fit to data from the 10th Saving Session (Feb. 13, 2023). Outcome variable 𝑦 given on right-hand
side of plot. Probability of Direction (POD; Blue) indicates the proportion of the posterior distribution (Yellow) that is greater
than zero and less than zero. The Region of Practical Equivalence (ROPE) is the range of values around zero considered to be
null for practical purposes. 95% HDI represented by the black horizontal bar.
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Figure 16: Kruschke-style (2018) posterior density plots for the ATE (left column; ̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref
Intraday Only]) and the CACE (right column; ̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive [Ref Intraday Only]) from
simultaneous-equation regression models fit to data from the randomised controlled trial for the 12th Saving Session (Mar. 15,
2023). Outcome variable 𝑦 given on right-hand side of plot. Probability of Direction (POD; Blue) indicates the proportion of the
posterior distribution (Yellow) greater than zero and less than zero. The Region of Practical Equivalence (ROPE) is the range of
values around zero considered to be null for practical purposes. 95% HDI indicated by the black horizontal bar.
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Figure 17: Kruschke-style (2018) posterior density plots for the ATE (left column; ̂𝛽𝑦 Intraday Notice + Day-ahead Email
[Ref Intraday Only]) and the ITT (right column; ̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.]) from
single-equation regression models fit to data from the randomised controlled trial for the 12th Saving Session (Mar. 15, 2023).
Outcome variable 𝑦 given on right-hand side of plot. Probability of Direction (POD; Blue) indicates the proportion of the posterior
distribution (Yellow) greater than zero and less than zero. The Region of Practical Equivalence (ROPE) is the range of values
around zero considered to be null for practical purposes. 95% HDI indicated by the black horizontal bar.
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Study 1 Extended Details
Background — Known Assignment Mechanism, But No Randomisation
Our first study concerns the causal impact of receiving an intraday opt-in notice as opposed to a day-ahead notice.
Like the other Demand Flexibility Service (DFS) events delivered by Octopus Energy (OE) throughout the Winter
of 2022-23, OE customers who agreed to participate in the Saving Session on Feb. 13 should have received a notice
the day prior. However, notices were delayed (Figure 2). And they were ultimately sent in accordance with the
ordering of customers’ account IDs (i.e., a string of integers ranging in length) which are, in turn, a function of
each customer’s tenure — where customers new to OE generally have account IDs that are larger in magnitude
(Figure 3).

To clarify, opt-in notices for Saving Sessions were distributed to customers in scheduled batches using a roster of
account IDs. Batching is a standard practice used to minimise error in the delivery of messages to a large number
of customers. And, as a general rule, OE does not release batched communications to customers between 8PM
and 8AM. Nevertheless, the process by which messages to customers are generated, batched, and sent is inexact.
This is owing to idiosyncratic server delays — where opt-in notices for the Saving Session on Feb. 13 were deferred
to an unusual degree into the evening of the 12th and through to the morning of the 13th (Figure 2). Thus, some
DFS-participating OE customers received day-ahead opt-in notices whereas others received an opt-in notice for
the Feb. 13 Saving Session sometime before 1PM on the day of the Saving Session itself (i.e., intraday).

Note well that account IDs were not manually batched. Instead, a batch size was first manually chosen. And
then the internal platform OE uses for external communication was scheduled to dispense batches of notices in
order of the magnitude of customers’ account IDs. Still, owing to the batching process and standard server lag,
account ID does not strictly (i.e., monotonically) increase with time (Figure 3).16 Furthermore, owing to the above-
mentioned imperfect nature of message delivery in relation to OE’s customer-communication platform, batched
messages began to be sent again around 7:45AM on Feb 13 (Figure 2). Nevertheless, we use 8AM as our temporal
cutoff as this is the point at which OE formally allows customer contact.

Specification and Bandwidth Choice given “Donut-Hole” RDD
To fit our regression discontinuity (RD) models, we only use a 2nd-degree polynomial (i.e., a quadratic fit) for our
centred assignment variable (𝐴𝑖 − 𝐶). This choice is made in light of Gelman and Imbens’ (2019) and Gelman
and Zelizer’s (2015) warnings of overfitting and nonsensical conclusions when fitting RD models that include
higher-order polynomials (see also Huntington-Klein (2021:516–18)).

Indeed, we prefer a less-flexible fit reflective of information further from the cutoff. This is because we utilise a
“donut-hole” regression discontinuity design (RDD) (Barreca et al. 2011; Barreca, Lindo, and Waddell 2016) and
must necessarily extrapolate the regression line forward across the region of our account-ID-based running variable
to the immediate left of our cutoff for which we exclude all OE customers sent overnight notices (Figure 2). For
this reason, we also eschew weighting observations with values for the assignment variable closer to the threshold
during model fitting. Instead, all observations are weighted equally (i.e., a “uniform kernel”) and we simply present
models using multiple bandwidths (wide and narrow) following the recommendations of Lee and Lemieux (2010).

Given our use of donut-hole RDD, we estimate one optimal asymmetric bandwidth using the techniques of
Cattaneo et al. (2017; Cattaneo, Idrobo, and Titiunik 2019; Cattaneo, Idrobo, and Titiunik Forthcoming; Cattaneo
and Vazquez-Bare 2017) as implemented in the newer, Python-based version of their popular STATA function
“rdbwselect” (Calonico et al. 2017). The bandwidth is referred to as “optimal” as it is automatically estimated
given: (a) the data; (b) a polynomial order (here, 2nd-degree); (c) a kernel weighting function (here, uniform), and
(d) a means of calculating variance (here, 𝐾-nearest-neighbours, where 𝐾 = 3), amongst other factors (Cattaneo
and Vazquez-Bare 2017). We limit our attention to an optimal bandwidth expected to minimise mean-squared
error or “MSE” (i.e., the average of the squared deviations between predicted and observed values). However,
we probe the sensitivity of our results by fitting ancillary models after expanding our MSE-optimal bandwidth
by a factor of 1.5 and a factor of 2 (both arbitrarily chosen). We use “rdbwselect” to obtain our MSE-Optimal
bandwidth without the use of pre-treatment covariates.

Note that an optimal bandwidth is specific to outcome variable (Cattaneo and Vazquez-Bare 2017:143). Thus,
we use two sets of asymmetric MSE-optimal bandwidths. The first set is specific to our models of total consumption
(ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Consumption and ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Consumption) and the second is specific to our models of the
probability of participation in the 10th saving session (ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Opt-in and ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Opt-in).

16Details of the message-delivery process obtained during conversation between the authors of this research and technical experts at
Octopus Energy Group.
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To actually filter our data, we construct a range of valid account IDs by taking our constructed ID-based
threshold 𝐶 = 2, 454, 839 and subtracting ℎ𝐿𝑒𝑓𝑡 and adding ℎ𝑅𝑖𝑔ℎ𝑡. The bandwidths obtained using “rdbwselect”
are as follows:

• ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Consumption = 244, 339.92
• ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Consumption = 495, 274.84
• ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Opt-in = 489, 367.98
• ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Opt-in = 448, 440.77
We how our results might behave under different ranges of our running variable by expanding our bandwidths

as follows:

• ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Consumption = (244, 339.92 ÷ 1.5)
• ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Consumption = (495, 274.84 × 1.5)
• ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Consumption = (244, 339.92 ÷ 2)
• ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Consumption = (495, 274.84 × 2)
• ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Opt-in = (489, 367.98 ÷ 1.5)
• ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Opt-in = (448, 440.77 × 1.5)
• ℎ𝐿𝑒𝑓𝑡, MSE-Optimal, Opt-in = (489, 367.98 ÷ 2)
• ℎ𝑅𝑖𝑔ℎ𝑡, MSE-Optimal, Opt-in = (448, 440.77 × 2)
Finally, we note that we observe balance on relevant pre-treatment covariates (e.g., historical energy usage) for

our MSE-optimal bandwidth (see Supplementary Figure 18).

Study 2 Extended Details
Background — Random Assignment Mechanism, But Non-Compliance
Random assignment to our first experimental condition (i.e., day-ahead email) was uncomplicated. However, ran-
dom assignment to our second condition (i.e., SMS plus bonus) suffers from non-compliance. Accordingly, threats
to our ability to credibly estimate the causal effect of the SMS-plus-bonus condition include: (a) unobserved third
factors determinant of both energy consumption and an OE customer’s decision to allow SMS communications from
Octopus (e.g., socio-economic status; environmental conscientiousness); and (b) residual imbalance of potential
outcomes stemming from our random sub-sampling (Gelman, Hill, and Vehtari 2020).17

Recall from the main text that, given non-compliance, we formulate an answer to RQ1 and RQ2 through the
lens of a randomised encouragement design (RED) — i.e., a type of experimental setup wherein variation in
some difficult-to-directly-manipulate treatment is induced using a source of random variation (i.e., the random
“encouragement”) that is related to the difficult-to-directly-manipulate treatment and not related to the outcome
of interest. For example, consider randomised assignment of advertisements across geographic markets and hours
of watching a video-streaming service platform, like Netflix or Hulu, in an analysis relating the probability of
service renewal to hours of television watched, the latter of which may be difficult to control.

As discussed by Gelman et al. (2020), REDs allow one to estimate causal effects for participants whose behaviour
could be altered by the random encouragement. These individuals are known as “compliers” — i.e., a latent sub-
population of entities and the only individuals for whom a RED provides counterfactual information. This is
because the treatment-related behaviour of compliers could differ under heterogenous experimental conditions.
Using the above streaming example, the group of people for whom differential exposure to advertisement could
results in different amounts of television watched. Along this line, REDs allow one to recover a special kind of local
average treatment effect (LATE) known as the complier average causal effect (CACE). Importantly, the CACE is
distinct from and, possibly, unrepresentative of the average treatment effect or “ATE” in both the broader sample
and the wider population from which that sample is drawn (Basu, Coe, and Chapman 2018; Gelman et al. 2020).
For Study 2, the ATE is the overall effect of receiving an intraday SMS reminder and being made bonus-incentive
eligible.

IV estimation is sometimes viewed with scepticism due to its multiple, peculiar assumptions that are distinct
from the familiar (conditional) ignorability assumption. For example, see Gelman et al. (2020, ch. 21), Hernán
and Robins (2023, ch. 16), and Cunningham (2021:315–86). Accordingly, here we consider the formal assumptions
of IVs in relation to the design of Study 2.

Recall that all individuals assigned to receive our second treatment were made eligible for the bonus price incen-
tive such that the only dimension along which compliance could vary is receipt of the SMS head-up. Accordingly,
for our study there can be no always takers (i.e., OE customers who would have received an intraday SMS reminder

17We observe good balance on relevant pre-treatment covariates across the three experimental conditions (Figure 19).
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even if they had not been randomly assigned to the SMS-plus-bonus condition). This is by design as we randomly
selected which OE customers were sent SMS text messages. Customers were fully unaware of this randomisation,
only learning of the SMS reminder at the time that they received it — if they ever received it. And it was im-
possible for customers not assigned to the SMS-plus-bonus condition to be inadvertently sent an intraday SMS
reminder. Thus, our design also precludes defiers — i.e., individuals whose treatment status is always opposite
of their randomised encouragement (e.g., customers who would manoeuvre to receive an intraday SMS when not
assigned to the SMS group and customers who would manoeuvre to never receive a SMS when assigned to the
SMS group). Nevertheless, our design does not rule out never takers as there are customers who would not receive
an intraday SMS no matter their random assignment (e.g., those customers who disallow SMS communications
from OE; customers who inadvertently agree to receive OE’s SMS communications but who screen for “spam” to
automatically block texts from unknown senders/phone numbers). As discussed by Gelman et al. (2020, p. 425),
the presence of never-takers exacerbates violations of the exclusion restriction such that the CACE is expected to
be biased by 𝛼 (i.e., the associated between the instrument 𝑍 and the outcome 𝑦 for the never-takers) multiplied
by a factor stemming from the ratio of the proportion of never-takers and the proportion of compliers. Here, this
ratio is approximately 1.05 — i.e., 4,731 ÷ 4,472 — where this first figure is the number of individuals randomly
assigned to the SMS-plus-bonus condition but who had disallowed SMS messages from OE.

Beyond the assumptions related to the aforementioned sub-populations, there are five primary assumptions of
IV estimation (Gelman et al. (2020:421–26, Section 21.1)) in addition to a sixth assumption (Bhuller and Sigstad
(2022)) resulting from our decision to estimate the effect of two binary treatments in the same model.

1. Ignobility of the Instrument With Respect to Treatment Potential Outcomes (𝑇 0, 𝑇 1) and With Respect
to the Response Potential Outcomes (𝑦0, 𝑦1): Recall that potential outcomes are one’s value for a response
variable (e.g., session consumption) when exposed to different experimental conditions at the same point in
time. And this assumption implies that our instrument (i.e., assignment to the SMS-plus-bonus condition) is
independent of the potential outcomes for actually receiving the SMS-plus-bonus treatment and the potential
outcomes for our response variables (i.e., kWh of energy consumption; participation in the Mar. 15 savings
session). This is clearly satisfied as our assignment to the SMS-plus-bonus condition was randomised. Thus
we do not anticipate third factors determinant of both condition assignment and actual receipt of treatment
or condition assignment and session consumption.

2. Monotonicity: This assumptions implies that there are no defiers. As discussed above, this is precluded
by the design of our study as OE customers were unaware of our randomisation, OE customers in the
control condition (i.e., intraday notice only) could not themselves join the SMS-plus bonus-condition, and
OE customers who actually received the SMS-plus-bonus treatment could not somehow reject it to join the
control group.

3. Nonzero Association Between the Instrument and the Treatment: This assumption implies that the covariance
of the instrument and the treatment is not equal to zero. This assumption is testable. And our models
(Figure 4, Figure 10) unsurprisingly indicate a positive association between random assignment to the SMS-
plus-bonus condition and receiving the SMS-plus-bonus treatment.

4. Exclusion Restriction: This assumption implies that the randomised instrument (i.e., assignment to the
SMS-plus-bonus condition) is not directly associated with the outcome (i.e.session consumption and session
participation) for never-takers and always-takers (Gelman et al. 2020:423). This assumption is trivially
satisfied in our case as it was impossible for OE customers to receive the SMS-based-treatment on their own
(i.e., always-takers) or to independently learn about and ultimately reject the SMS-based treatment (i.e.,
never-takers).

5. No Crossed Effects (Bhuller and Sigstad 2022): This assumption implies that our randomised instrument is
not associated with the other treatments in the model (here, the day-ahead-heads-up-email condition). This
assumption is easily satisfied in our case as our two treatment groups are distinct by design and because the
day-ahead-heads-up-email condition has (to our knowledge) perfect compliance.

Given all of this, we maintain that instrumental variables estimation can be defensibly used to recover the
CACE of the SMS-plus-bonus condition on consumption during, and participation in, the Mar. 15 Saving Session.

Balance on Pre-Treatment Covariates
As discussed by Gelman et al. (2020), under a strict interpretation, balance relate to similarity in the distributions
of potential-outcomes-relevant pre-treatment variables across levels of a treatment variable — not merely summary
statistics (e.g., the mean). Moreover, hypothesis tests for “statistically significant” differences across experimental
groups have been subject to repeated critique under the view that balance is a property of a give sample, not the
population from which it is drawn (Harvey 2018; Imai, King, and Stuart 2008; Senn 1994).
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Accordingly, we eschew comparisons like t-tests to instead qualitatively compare distributions of pre-treatment
covariates across experimental groups using quantile-quantile (Q-Q) plots, following Imai et al. (2008). As our
concern is energy-consumption related behaviour, we narrowly focus on historic energy usage — i.e., Total P376
(Unadjusted) Baseline (kWh) and Estimated Annual Consumption (kWh). as mentioned in the main text, the
former is an unweighted average of consumption during the same half-hour of the day during the ten most-recent
working days as governed by the the P376 amendment to Great Britain’s electricity balancing and settlement code.
And the latter is OE’s predicted customer consumption based on meter reading over one year. Given the large size
of our data, which are drawn from across Great Britain, we create Q-Q plots specific to region and we also consider
balance on the degree to which an OE customer’s postcode is deprived using an index of multiple deprivation (IMD)
which combines, in a weighted manner, multiple facets of poverty (e.g., crime, barriers to housing, health, amongst
other factors).18 Last, for Study 1, we also include Q-Q plots of account ID and customer tenure to show the
by-design discontinuity of the former and the sneaking overlap of the latter.

The Intent-to-Treat Effect and the Reduced Form Equation
Alongside results from our two-equation regression models (Figure 10), we also consider a single-equation regres-
sion model that replaces the binary indicator for actually receiving the SMS-plus-bonus treatment with a binary
indicator for randomised assignment to the SMS-plus-bonus condition. This is a kind of “reduced form” version
of our two-equation model (Angrist 2006:32–33; Wooldridge 2010:90–91) that provides us with the intent-to-treat
(ITT) effect (Gelman et al. 2020:426) — i.e., the effect of eligibility itself.

Formally, our single-equation model for the ITT is defined as follows:

𝑦𝑖 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇𝑦,𝑖, 𝜎𝑦) (4)
𝜇𝑦,𝑖 = 𝜃0 + 𝜃1𝑇Day-ahead Email,𝑖 + 𝜃2𝑍SMS Randomly Assigned,𝑖 + 𝑋𝑖 ⃗𝜃 + 𝜖𝑖

𝜃1, 𝜃2, ⃗𝜃 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)
𝜃0 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)
𝜎𝑦 ∼ 𝐺𝑎𝑚𝑚𝑎(𝛼 = 2, 𝛽 = 0.5),

where 𝜃1 is the ATE of the day-ahead condition on the response 𝑦, 𝜃2 is the ITT, and 𝑋 is a 𝑁 × 𝑝 matrix
containing 𝑝 pre-treatment covariates and/or confounders.

We also use this general specification for our models fit using data specific to each DNO region.

18For further details, see the UK Ministry of Housing, Communities & Local Government.
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Figure 18: “Small-multiple” Q-Q Plot for balance of relevant pre-treatment covariates across non-randomised experimental groups
depending on MSE-optimal bandwidth and outcome (i.e., session consumption or session participation). For the Index of Multiple
Deprivation (IMD), more deprived areas have lower postcode ranks.
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Figure 19: “Small-multiple” Q-Q Plot for balance of pre-treatment covariates across randomised experimental conditions. For
the Index of Multiple Deprivation (IMD), more deprived areas have lower postcode ranks.
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Simple Linear Regression and Limited Response Variables
Recall that, in the style of ordinary-least-squares (OLS) regression, we use and identity link function and Normal
(i.e., Gaussian) distributions as the functional form for all models of our two response variables — i.e., (a) total
kWh of electricity usage during a 60 min. session; and (b) actual participation in a given Saving Session (i.e., opt-
in). The later is of course binary. And consumption is a non-negative, real-valued quantity with true (i.e., valid)
zeros (n.b. some customers’ may use stored energy captured via their solar panels and retained with a domestic
battery).

Accordingly, it may seem odd that we use simple linear regression to model two limited (i.e., range-restricted)
variables as opposed to, for instance, Gamma regression for our continuous positive outcome and logistic regression
for our binary outcomes. This choice may seem especially odd to readers unfamiliar with econometric techniques
or (Bayesian) readers who maintain that a statistical model ought to encapsulate theoretical mechanisms such that
it is generative of the observed data (e.g., see Gabry et al. (2019)).

Nevertheless, simple linear regression, specifically OLS, is the standard approach to obtaining causal effects
amongst econometricians. These individuals tend to narrowly focus on accurately estimating treatment effects
in the form of conditional means as opposed to performing in-sample or out-of-sample prediction tasks. Angrist
(2006), Angrist and Pischke (2009), Basu et al. (2018), and Wooldridge (2010) provide comprehensive discussions
of this OLS-centric logic, which we adopt here.

That said, use of simple linear regression to model limited dependent variables is not without controversy —
particularly with respect to instrumental variable (IV) estimation with a binary instrument, binary treatment, and
a binary outcome (Study 2). Indeed, researchers from multiple scientific disciplines, including economics, have
cautioned against using linear regression in this scenario (Bhattacharya, Goldman, and McCaffrey 2006; Dong and
Lewbel 2015; Hollenbach, Montgomery, and Crespo-Tenorio 2019; Huntington-Klein 2021; Kleibergen and Zivot
2003; Li et al. 2022).

Still, we prefer to use Normal functional forms for both of our outcome variables and for both our regression
discontinuity design (Study 1) and our IV estimation (Study 2) in light of the popularity of linear probability
models (Angrist 2006; Angrist and Pischke 2009; Wooldridge 2010) and their interpretive benefits compared to
non-linear probability models (see Battey et al. (2019), Breen et al. (2018), and Gomila (2021) for comparisons).
Moreover, we anticipate that our results are robust to use of simple linear regression following discussions by
Angrist (2006), Basu et al. (2018), Breen et al. (2018), and Wooldridge (2010), particularly given our sample size
for Study 1 (≈ 80K-350K, depending on model) and Study 2 (≈ 650K).

Indeed, Chiburis et al. (2012) suggest that, in the binary-instrument-binary-treatment-binary-outcome scenario,
results from IV estimation obtained using linear probability models or a probit model are only likely to differ for
sample sizes less than 5,000 and when the probability of treatment and/or the probability of a positive outcome
for the response (here, session opt-in) are close to 0.1 of 0.9. This latter warning is perhaps relevant to Study
2 as roughly 23% of individuals received the SMS-plus-bonus treatment. However, Basu et al. (2018) point to
the favourable performance of two-stage OLS for estimating the LATE in a binary-instrument-binary-treatment-
binary-outcome scenario across a wide range of treatment rarities, where we note again that our sample size for
Study 2 is substantial.

Given all of this, we opt for simple linear regression. In so doing, we necessarily adopt an interpretation of our
models as linear projections of our nonlinear outcomes (Gomila 2021; Wooldridge 2010). Furthermore, we limit
our attention to point estimates as opposed to predicted quantities across a wide range of values for our covariates
which could, in some instances, be nonsensical (e.g., negative consumption or negative probabilities). As discussed
by Gelman et al. (2020:154–55; also Gelman et al. 2014), the outcome variable is not required to be normally-
distributed when using simple linear regression and both the unequal variance of errors (i.e., heteroscedasticity)
and the non-normality of errors are expected to be minor issues when using simple linear regression to estimate
conditional means and to recover the regression line as opposed to the prediction of individual data points. Along
this line, all continuous pre-treatment variables and confounders enter our regression equations as Z-scores created
by subtracting the sample mean and dividing by the sample standard deviation.

That said, we still wish to consider the extent to which heteroscedasticity might underlie our results. Accordingly,
we modify the equation used for our regression discontinuity models (i.e., Equation (2), Study 1) by using a linear
predictor for both location (i.e, the conditional mean) and scale (i.e., the standard deviation of the response).

Specifically, our single-equation model for the LATE with flexible scale is defined as follows:
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𝑦𝑖 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇𝑦,𝑖, 𝜎𝑦,𝑖) (5)
𝜇𝑦,𝑖 = 𝛽0 + 𝛽1𝑧𝑖 + 𝛽2(𝐴𝑖 − 𝐶ID) + 𝛽3(𝑧𝑖 × (𝐴𝑖 − 𝐶ID)) + 𝛽4(𝐴𝑖 − 𝐶ID)2 + 𝛽5(𝑧𝑖 × (𝐴𝑖 − 𝐶ID)2) + 𝑋𝑖 ⃗𝛽 + 𝜖𝑖

𝜎𝑦,𝑖 = exp(𝜙0 + 𝜙1𝑧𝑖 + 𝜙2(𝐴𝑖 − 𝐶ID) + 𝜙3(𝑧𝑖 × (𝐴𝑖 − 𝐶ID)) + 𝜙4(𝐴𝑖 − 𝐶ID)2 + 𝜙5(𝑧𝑖 × (𝐴𝑖 − 𝐶ID)2) + 𝑋𝑖 ⃗𝛽)
∀ 𝐴𝑖 ∈ (𝐶ID − ℎ𝐿𝑒𝑓𝑡, 𝐶ID + ℎ𝑅𝑖𝑔ℎ𝑡)

𝛽1,...,5, ⃗𝛽, 𝜙1,...,5, ⃗𝜙 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)
𝛽0, 𝜙0 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5).

Note that the set of correlates for 𝜎𝑦,𝑖 may be arbitrarily chosen. However, we use an identical set of correlates
for the location and scale sub-models owing to a lack of theoretical rationale for the exclusion of various predictors
and due to the fundamental heteroscedasticity of linear probability models (see Rencher and Schaalje (2008:508–9)).
As 𝜎𝑦,𝑖 must be strictly positive, we use the log link function. Thus the regression coefficients 𝜙 relate to changes
in ln𝜎𝑦,𝑖

, where the expected value of 𝜎𝑦,𝑖 on its original scale may be obtained using the exponential function.

Unfortunately, we are unable to include a linear predictor for the scale parameters in our simultaneous-equation
models (i.e., Equation (3), Study 2). This is owing to particularities of the implementation of the multivariate
normal distribution in the probabilistic programming language that we rely on. Specifically, the multivariate
normal distribution implemented in PyMC does not, at the time of writing, allow one to calculate the overall log-
likelihood using multiple, observation-specific covariance matrices (i.e., “batched” operations). And the massive
scale of the data from our RCT (𝑁 ≈ 600k) presents us from dealing with this issue through utilisation of block
diagonal covariance matrices. This is because performing operations on 𝑁 × 𝑁 arrays of the size we consider
for our research is computationally burdensome, easily overwhelming our available RAM. Thus, we instead use
the reduced-form model (i.e., Equation (4), Study 2) to consider whether non-constant variance might drive our
RCT-based results as it is a standard single-equation linear regression model amenable to batched computation
with PyMC.

Accordingly, our single-equation model for the ITT with flexible scale is defined as follows:

𝑦𝑖 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇𝑦,𝑖, 𝜎𝑦,𝑖) (6)
𝜇𝑦,𝑖 = 𝜃0 + 𝜃1𝑇Day-ahead Email,𝑖 + 𝜃2𝑍SMS Randomly Assigned,𝑖 + 𝑋𝑖 ⃗𝜃 + 𝜖𝑖

𝜎𝑦,𝑖 = exp(𝜙0 + 𝜙1𝑇Day-ahead Email,𝑖 + 𝜙2𝑍SMS Randomly Assigned,𝑖 + 𝑋𝑖 ⃗𝜃)
𝜃1,...,5, 𝜃𝛽, 𝜙1,...,5, ⃗𝜙 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5)

𝜃0, 𝜙0 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 0, 𝜎 = 0.5).

Why are we Bayesian?
Bayesian inference is a widely-used approach to model estimation wherein available (i.e., “prior”, “a priori”) infor-
mation about unknown parameters in a statistical model (e.g., the regression coefficients) is combined or “updated”
with information on these parameters encoded in the observed data to which a model is to fit. This combination
produces “posterior” (i.e., “a posteriori”) information summarising the likelihood of each model parameter given
the data and the priors (van de Schoot et al. 2021).

As mentioned in the main text, we estimate our regression models within a Bayesian framework using the power-
ful and flexible Python-based probabilistic programming language PyMC. We do so as Bayesian inference provides
intuitive uncertainty intervals that describe the plausibility of parameter values in terms of probabilities. This is
in contrast to frequentist confidence intervals which relate to the repeated execution of an analytic procedure using
different samples. Furthermore, Bayesian inference does not rely on p-values which have been widely critiqued as
metrics of evidence and decision-making as social and natural scientists have sought alternative research workflows
in the name of reproducible research (Halsey 2019; Kruschke 2018; Kruschke and Liddell 2018; Makowski et al.
2019; McShane et al. 2019). Moreover, the large scale of our data makes p-values less-meaningful metrics of
evidence. This is because p-values are generally expected to shrink in size as a sample grows (Demidenko 2016)
inducing a phenomenon whereby many, possibly all, parameters are “statistically significant”.

Readers unversed in Bayesianism should see van de Schoot et al. (2021) for an introduction and Kruschke (2021)
and Makowski et al. (2019) on its general benefits, parameter “credibility”, and the effective reporting of Bayesian
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analyses. Furthermore, Gelman (2008) and Krushke and Liddell (2018) provide rebuttals of common objections to
Bayesian analyses by frequentists (see also Gelman et al. (Gelman et al. 2014, 2020; Gelman and Shalizi 2013)).

What are Our Priors?
We generally follow the prior-specification recommendations of Gelman and colleagues on their popular “Prior
Choice Wiki”. That said, we also tailor our prior specifications to aspects of our particular regression problems
(e.g., IV estimation).

Specifically, priors for our regression coefficients for the location and scale sub-models in both our regres-
sion discontinuity (RD) and our instrumental variable (IV) models are normal distributions (i.e., bell-curve-like)
with a mean (𝜇) of zero, and a scale parameter (𝜎) equal to the value of 0.5 for both our non-varying inter-
cepts/constants and our non-varying slope coefficients. Given the scale of our outcome (i.e., kWh over 60 minutes
with an average of ≈ 0.6; the probability of session participation) and the scaling of our covariates (generally
binary or Z-Scores; n.b., predictions on the log scale for the location sub-models), these priors are expected to
be “weakly informative” the narrower range of values with probability density around zero (i.e., no effect). Note,
the “Prior Choice Wiki” proposes a “generic weakly informative prior” in the form of normal distribution with
a mean of zero and standard deviation of one. However, we found that using tighter normal distributions mit-
igated issues during sampling, namely slow chain mixing and, for a few models, the occurrence of (divergent
transitions)[https://www.martinmodrak.cz/2018/02/19/taming-divergences-in-stan-models/].

With regard to our main models for IV estimation, our principle concern is the prior for the covariance of
the errors between the simultaneous regression equations (i.e., 𝜖𝑖,𝑦 and 𝜖𝑖,𝑇 ) as it governs the expected degree of
“endogeneity” — i.e., the extent to which unobserved aspects of the treatment-with-imperfect-compliance (𝜖𝑖,𝑇 )
are associated with unobserved aspects of the outcome used for the second equation (𝜖𝑖,𝑦) (Rossi, Allenby, and
McCulloch 2005).

Following methodological work on IV estimation in a Bayesian context (Lopes and Polson 2014; Rossi et al.
2005), in addition to standard practice in contemporary applications of Bayesian inference (McElreath 2020), we
decompose the variance-covariance matrix (i.e., Σ) of the two-dimension multivariate normal distribution into
matrix factors — namely: (a) a 2 x 2 matrix with standard deviations for the equation-specific errors (i.e., 𝜎𝑦 and
𝜎𝑇 ) along the prime diagonal and zeros along the anti-diagonal; and (b) a 2 x 2 correlation matrix (Ω) with ones
along the prime diagonal and the correlation between 𝜖𝑖,𝑦 and 𝜖𝑖,𝑇 — i.e., 𝜌 — along the anti-diagonal.

Because 𝜎𝑦 and 𝜎𝑇 are strictly positive, for their priors, we uses Gamma distributions with shape parameters
𝛼 = 2 and 𝛽 = 1. This results in a peak in the probability density around 2.5 with a decay in density from the
value of 2.5 to roughly the value of 15. We use the same Gamma prior for our RD models.

Following Lopes and Polson (2014), we use a popular distribution developed by Lewandowski, Kurowicka and
Joe (2009) or “LKJ” as the prior for the correlation matrix Ω. The LKJ distribution has one shape parameter
𝜂. When set to the value of one, the LKJ distribution is a uniform distribution over correlations (i.e., [-1, 1]).
Here, we set 𝜂 equal to the value of one. Note, one can manually recover the variance-covariance matrix Σ using
the matrix dot product of the diagonal matrix of standard deviations (Diag(𝜎)) and the correlation matrix Ω as
depicted in Equation (3).
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Supplementary Tables
Octopus Energy “Saving Sessions”
Table 2: Dates of the 13 DFS-related events delivered by Octopus Energy (OE) throughout Winter 2022-23. Price incentives for
OE customers administered via a points-based rewards scheme (i.e., “OctoPoints”) as opposed to direct payment or cash credit.

Session Start Time Session End Time OctoPoints (per kW-hr) Incentive (£/kW-hr)
2022-11-15 at 17:00 2022-11-15 at 18:00 1800 2.25
2022-11-22 at 17:30 2022-11-22 at 18:30 1800 2.25
2022-11-30 at 17:30 2022-11-30 at 18:30 1800 2.25
2022-12-01 at 17:00 2022-12-01 at 18:00 1800 2.25
2022-12-12 at 17:00 2022-12-12 at 19:00 1800 2.25
2023-01-19 at 09:00 2023-01-19 at 10:00 1800 2.25
2023-01-23 at 17:00 2023-01-23 at 18:00 2700 3.38
2023-01-24 at 16:30 2023-01-24 at 18:00 3200 4.00
2023-01-30 at 09:00 2023-01-30 at 10:00 1800 2.25
2023-02-13 at 17:30 2023-02-13 at 18:30 1800 2.25
2023-02-21 at 17:30 2023-02-21 at 18:30 1800 2.25
2023-03-15 at 16:30 2023-03-15 at 17:30 1800 2.25
2023-03-23 at 16:30 2023-03-23 at 17:30 1800 2.25
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All Study 1 (RDD) Results in Tabular Format
Below, we include all numeric results from each model fitted for Study 1.

Table 3: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “Baseline (MSE-Optimal Bandwidth)” specification
(𝑁 = 78, 724).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.567 0.569 0.023 [0.525, 0.614]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] 0.057 0.056 0.024 [0.01, 0.104]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] -0.174 -0.181 0.130 [-0.435, 0.071]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.179 0.190 0.131 [-0.068, 0.445]

𝜎̂𝑦 0.755 0.756 0.002 [0.752, 0.759]
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Table 4: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “Extended (MSE-Optimal Bandwidth)” specification
(𝑁 = 69, 223).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.586 0.588 0.022 [0.546, 0.633]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] 0.047 0.047 0.023 [0.002, 0.093]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] -0.260 -0.259 0.160 [-0.569, 0.053]
̂𝛽 Account ID (Millions)2 -0.010 0.029 0.343 [-0.64, 0.699]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.351 0.352 0.003 [0.346, 0.357]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] 0.374 0.373 0.014 [0.347, 0.4]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.010 -0.010 0.003 [-0.015, -0.005]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.011 -0.011 0.006 [-0.024, 0.001]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.550 0.553 0.113 [0.341, 0.783]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.046 -0.044 0.041 [-0.124, 0.034]

̂𝛽 Business Entity [Ref Non-Business] -0.101 -0.101 0.009 [-0.119, -0.084]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.008 0.008 0.006 [-0.003, 0.019]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.004 0.003 0.010 [-0.016, 0.023]
̂𝛽 DNO Region — North [Ref Midlands & South] 0.192 0.209 0.180 [-0.133, 0.571]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] 0.034 0.075 0.349 [-0.601, 0.762]

𝜎̂𝑦 0.636 0.636 0.002 [0.633, 0.639]
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Table 5: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity model
(Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “Extended (MSE-Optimal Bandwidth; Flexible Scale)”
specification (𝑁 = 69, 223).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.607 0.607 0.017 [0.573, 0.64]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] 0.044 0.040 0.018 [0.005, 0.075]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] -0.175 -0.165 0.138 [-0.445, 0.097]
̂𝛽 Account ID (Millions)2 0.011 -0.016 0.334 [-0.676, 0.63]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.389 0.389 0.004 [0.381, 0.396]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] 0.428 0.428 0.016 [0.396, 0.459]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.007 -0.007 0.002 [-0.01, -0.003]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.005 -0.005 0.005 [-0.014, 0.005]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.133 0.140 0.111 [-0.078, 0.355]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.041 -0.042 0.028 [-0.098, 0.013]

̂𝛽 Business Entity [Ref Non-Business] -0.086 -0.086 0.007 [-0.1, -0.072]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.002 0.001 0.004 [-0.007, 0.01]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.005 0.005 0.007 [-0.009, 0.019]
̂𝛽 DNO Region — North [Ref Midlands & South] 0.124 0.125 0.151 [-0.165, 0.425]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] 0.146 0.091 0.339 [-0.593, 0.727]
̂𝜙𝜎𝑦

Intercept -0.709 -0.711 0.024 [-0.759, -0.663]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] 0.100 0.097 0.026 [0.046, 0.147]
̂𝜙𝜎𝑦

Account ID (Millions) [Relative to Cutoff 2,454,839] -0.308 -0.337 0.168 [-0.674, -0.016]
̂𝜙𝜎𝑦

Account ID (Millions)2 0.097 0.101 0.345 [-0.58, 0.778]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.348 0.348 0.004 [0.341, 0.356]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.748 0.749 0.016 [0.717, 0.781]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.001 -0.001 0.003 [-0.007, 0.005]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.011 -0.012 0.007 [-0.025, 0.002]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] × Account ID
(Millions)

0.174 0.187 0.127 [-0.061, 0.433]

̂𝜙𝜎𝑦
Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.009 -0.005 0.045 [-0.095, 0.082]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] -0.010 -0.010 0.010 [-0.028, 0.009]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] 0.009 0.010 0.006 [-0.002, 0.022]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.006 -0.008 0.011 [-0.029, 0.014]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] 0.159 0.169 0.190 [-0.199, 0.538]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.199 0.233 0.353 [-0.472, 0.919]
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Table 6: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity model
(Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “Extended (MSE-Optimal Bandwidth × 1.5; Flexible Scale)”
specification (𝑁 = 96, 558).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.588 0.591 0.031 [0.529, 0.65]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] 0.068 0.062 0.031 [0.002, 0.122]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] -0.353 -0.337 0.235 [-0.793, 0.129]
̂𝛽 Account ID (Millions)2 0.132 0.072 0.348 [-0.605, 0.75]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.383 0.383 0.003 [0.376, 0.389]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] 0.349 0.349 0.011 [0.328, 0.371]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.006 -0.006 0.002 [-0.009, -0.002]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.006 -0.006 0.005 [-0.016, 0.003]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.123 0.124 0.105 [-0.075, 0.335]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.005 -0.006 0.030 [-0.064, 0.052]

̂𝛽 Business Entity [Ref Non-Business] -0.088 -0.088 0.006 [-0.101, -0.076]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.004 0.003 0.003 [-0.003, 0.01]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.003 0.003 0.006 [-0.01, 0.015]
̂𝛽 DNO Region — North [Ref Midlands & South] 0.342 0.330 0.236 [-0.159, 0.768]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] -0.134 -0.103 0.349 [-0.782, 0.576]
̂𝜙𝜎𝑦

Intercept -0.751 -0.754 0.039 [-0.831, -0.679]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] 0.149 0.146 0.039 [0.073, 0.225]
̂𝜙𝜎𝑦

Account ID (Millions) [Relative to Cutoff 2,454,839] -0.637 -0.643 0.283 [-1.207, -0.097]
̂𝜙𝜎𝑦

Account ID (Millions)2 0.198 0.144 0.351 [-0.539, 0.843]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.356 0.355 0.003 [0.349, 0.362]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.549 0.549 0.012 [0.525, 0.572]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.000 0.000 0.003 [-0.005, 0.005]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.012 -0.012 0.006 [-0.025, 0.0]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] × Account ID
(Millions)

0.123 0.123 0.118 [-0.107, 0.351]

̂𝜙𝜎𝑦
Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
0.124 0.124 0.042 [0.042, 0.208]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] -0.007 -0.006 0.008 [-0.022, 0.011]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] 0.015 0.015 0.005 [0.005, 0.025]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.007 0.008 0.010 [-0.012, 0.027]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] 0.612 0.590 0.285 [0.037, 1.145]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] -0.260 -0.199 0.351 [-0.888, 0.488]
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Table 7: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “Extended (MSE-Optimal Bandwidth × 2; Flexible
Scale)” specification (𝑁 = 123, 373).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.661 0.659 0.035 [0.588, 0.725]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] 0.013 0.016 0.034 [-0.051, 0.081]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] 0.150 0.132 0.278 [-0.421, 0.671]
̂𝛽 Account ID (Millions)2 0.181 0.141 0.316 [-0.472, 0.756]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 2.896 2.896 0.021 [2.852, 2.937]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] 0.298 0.298 0.009 [0.281, 0.316]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.007 -0.007 0.001 [-0.01, -0.004]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.009 -0.010 0.005 [-0.019, 0.0]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.070 0.080 0.087 [-0.085, 0.257]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.002 -0.006 0.027 [-0.061, 0.045]

̂𝛽 Business Entity [Ref Non-Business] -0.086 -0.087 0.005 [-0.097, -0.076]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.002 0.002 0.003 [-0.004, 0.009]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.004 0.004 0.006 [-0.008, 0.015]
̂𝛽 DNO Region — North [Ref Midlands & South] -0.206 -0.189 0.278 [-0.737, 0.357]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] -0.140 -0.113 0.316 [-0.731, 0.496]
̂𝜙𝜎𝑦

Intercept -0.583 -0.585 0.043 [-0.668, -0.501]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] 0.106 0.103 0.042 [0.021, 0.184]
̂𝜙𝜎𝑦

Account ID (Millions) [Relative to Cutoff 2,454,839] -0.149 -0.123 0.346 [-0.806, 0.55]
̂𝜙𝜎𝑦

Account ID (Millions)2 0.092 0.062 0.348 [-0.603, 0.76]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 2.451 2.453 0.021 [2.413, 2.494]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.504 0.504 0.009 [0.485, 0.522]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.001 0.001 0.002 [-0.003, 0.006]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.062 -0.062 0.007 [-0.076, -0.049]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] × Account ID
(Millions)

0.028 0.057 0.108 [-0.146, 0.276]

̂𝜙𝜎𝑦
Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
0.128 0.125 0.037 [0.053, 0.198]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] -0.007 -0.007 0.007 [-0.022, 0.006]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] 0.005 0.006 0.005 [-0.004, 0.015]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.002 0.002 0.009 [-0.014, 0.019]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] -0.278 -0.289 0.346 [-0.988, 0.37]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.115 0.145 0.348 [-0.527, 0.836]
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Table 8: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “Extended (MSE-Optimal Bandwidth Left Bound
Only; Flexible Scale)” specification (𝑁 = 350, 834).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.626 0.625 0.005 [0.615, 0.635]
̂𝛽 Intraday Opt-in Notice (07:59:59, 09:00:00] [Ref Day-ahead] 0.019 0.019 0.006 [0.008, 0.03]
̂𝛽 Intraday Opt-in Notice (09:00:00, 10:00:00] [Ref Day-ahead] 0.017 0.017 0.006 [0.006, 0.028]
̂𝛽 Intraday Opt-in Notice (10:00:00, 11:00:00] [Ref Day-ahead] 0.024 0.024 0.005 [0.014, 0.033]
̂𝛽 Intraday Opt-in Notice (11:00:00, 12:00:00] [Ref Day-ahead] 0.022 0.022 0.005 [0.012, 0.031]
̂𝛽 Intraday Opt-in Notice (12:00:00, 13:00:00] [Ref Day-ahead] 0.023 0.023 0.006 [0.012, 0.035]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 5.181 5.182 0.022 [5.139, 5.224]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] 0.170 0.170 0.003 [0.164, 0.177]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.007 -0.007 0.001 [-0.008, -0.005]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] 0.006 0.006 0.001 [0.003, 0.009]
̂𝛽 Business Entity [Ref Non-Business] -0.039 -0.039 0.026 [-0.09, 0.012]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] -0.008 -0.009 0.012 [-0.034, 0.014]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.076 -0.076 0.003 [-0.083, -0.07]
̂𝛽 DNO Region — North [Ref Midlands & South] 0.006 0.006 0.002 [0.003, 0.01]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] 0.002 0.002 0.004 [-0.005, 0.01]
̂𝜙𝜎𝑦

Intercept -0.628 -0.629 0.008 [-0.644, -0.615]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (07:59:59, 09:00:00] [Ref Day-ahead] 0.045 0.043 0.009 [0.026, 0.06]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (09:00:00, 10:00:00] [Ref Day-ahead] 0.029 0.029 0.009 [0.012, 0.046]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (10:00:00, 11:00:00] [Ref Day-ahead] 0.028 0.029 0.008 [0.014, 0.044]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (11:00:00, 12:00:00] [Ref Day-ahead] -0.015 -0.015 0.008 [-0.029, 0.0]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (12:00:00, 13:00:00] [Ref Day-ahead] -0.049 -0.049 0.009 [-0.067, -0.031]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 4.913 4.917 0.023 [4.872, 4.961]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.258 0.258 0.004 [0.251, 0.265]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.004 -0.004 0.001 [-0.006, -0.001]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.017 -0.016 0.002 [-0.021, -0.012]
̂𝜙𝜎𝑦

Business Entity [Ref Non-Business] -0.187 -0.176 0.045 [-0.265, -0.089]
̂𝜙𝜎𝑦

Does Not Have Octopus Product [Ref Has Octopus Product] 0.081 0.080 0.018 [0.045, 0.116]
̂𝜙𝜎𝑦

Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.013 -0.013 0.005 [-0.022, -0.004]
̂𝜙𝜎𝑦

DNO Region — North [Ref Midlands & South] 0.011 0.011 0.003 [0.005, 0.016]
̂𝜙𝜎𝑦

DNO Region — Scotland [Ref Midlands & South] 0.037 0.036 0.006 [0.026, 0.047]
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Table 9: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity model
(Response 𝑌 = “Probability of Opt-in”) fitted using the “Baseline (MSE-Optimal Bandwidth)” specification (𝑁 = 99, 678).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.563 0.563 0.007 [0.55, 0.576]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] 0.001 0.002 0.008 [-0.013, 0.018]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] -0.050 -0.053 0.021 [-0.095, -0.011]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) -0.027 -0.027 0.027 [-0.079, 0.026]

𝜎̂𝑦 0.496 0.496 0.001 [0.494, 0.498]
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Table 10: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity model
(Response 𝑌 = “Probability of Opt-in”) fitted using the “Extended (MSE-Optimal Bandwidth)” specification (𝑁 = 88, 501).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.572 0.572 0.015 [0.543, 0.601]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] -0.022 -0.021 0.016 [-0.052, 0.01]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] 0.133 0.144 0.109 [-0.067, 0.356]
̂𝛽 Account ID (Millions)2 0.201 0.221 0.180 [-0.136, 0.568]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.002 0.002 0.002 [-0.002, 0.006]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] -0.050 -0.051 0.008 [-0.067, -0.034]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.017 0.017 0.002 [0.014, 0.021]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] 0.016 0.016 0.005 [0.005, 0.026]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.072 0.077 0.072 [-0.066, 0.218]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
0.046 0.046 0.028 [-0.008, 0.103]

̂𝛽 Business Entity [Ref Non-Business] 0.108 0.108 0.006 [0.096, 0.12]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] -0.005 -0.005 0.004 [-0.013, 0.002]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.023 0.023 0.007 [0.009, 0.037]
̂𝛽 DNO Region — North [Ref Midlands & South] -0.180 -0.173 0.130 [-0.429, 0.079]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] -0.233 -0.242 0.220 [-0.677, 0.179]

𝜎̂𝑦 0.495 0.495 0.001 [0.493, 0.497]
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Table 11: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Probability of Opt-in”) fitted using the “Extended (MSE-Optimal Bandwidth; Flexible Scale)” specification
(𝑁 = 88, 501).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.571 0.572 0.015 [0.543, 0.6]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] -0.020 -0.021 0.016 [-0.052, 0.01]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] 0.147 0.143 0.108 [-0.064, 0.356]
̂𝛽 Account ID (Millions)2 0.240 0.219 0.179 [-0.127, 0.571]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.001 0.002 0.002 [-0.002, 0.006]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] -0.051 -0.052 0.009 [-0.069, -0.035]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.017 0.017 0.002 [0.014, 0.021]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] 0.016 0.016 0.005 [0.005, 0.026]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.063 0.074 0.076 [-0.074, 0.226]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
0.046 0.046 0.028 [-0.01, 0.1]

̂𝛽 Business Entity [Ref Non-Business] 0.107 0.108 0.006 [0.096, 0.119]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] -0.005 -0.005 0.004 [-0.012, 0.003]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.024 0.023 0.007 [0.01, 0.037]
̂𝛽 DNO Region — North [Ref Midlands & South] -0.181 -0.171 0.129 [-0.426, 0.082]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] -0.222 -0.242 0.220 [-0.679, 0.188]
̂𝜙𝜎𝑦

Intercept -0.703 -0.702 0.019 [-0.737, -0.664]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] 0.004 0.003 0.020 [-0.038, 0.042]
̂𝜙𝜎𝑦

Account ID (Millions) [Relative to Cutoff 2,454,839] 0.004 -0.014 0.134 [-0.272, 0.254]
̂𝜙𝜎𝑦

Account ID (Millions)2 -0.016 -0.036 0.222 [-0.472, 0.399]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.000 0.000 0.003 [-0.005, 0.006]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.018 0.017 0.012 [-0.007, 0.04]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.003 -0.003 0.003 [-0.008, 0.002]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.002 -0.002 0.007 [-0.016, 0.012]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] × Account ID
(Millions)

-0.010 0.015 0.106 [-0.189, 0.226]

̂𝜙𝜎𝑦
Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.008 -0.007 0.040 [-0.086, 0.07]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] -0.042 -0.043 0.009 [-0.059, -0.025]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] -0.001 -0.000 0.006 [-0.011, 0.01]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.006 -0.004 0.010 [-0.024, 0.015]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] 0.019 0.023 0.169 [-0.301, 0.36]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.007 0.031 0.278 [-0.504, 0.579]
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Table 12: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Probability of Opt-in”) fitted using the “Extended (MSE-Optimal Bandwidth × 1.5; Flexible Scale)”
specification (𝑁 = 104, 509).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.557 0.557 0.016 [0.524, 0.588]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] -0.017 -0.017 0.017 [-0.05, 0.016]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] 0.081 0.088 0.136 [-0.176, 0.359]
̂𝛽 Account ID (Millions)2 0.189 0.143 0.302 [-0.43, 0.747]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.002 0.002 0.002 [-0.002, 0.006]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] -0.050 -0.049 0.007 [-0.063, -0.035]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.019 0.019 0.002 [0.016, 0.022]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] 0.011 0.011 0.006 [-0.0, 0.022]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.068 0.059 0.077 [-0.086, 0.216]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
0.041 0.040 0.027 [-0.012, 0.092]

̂𝛽 Business Entity [Ref Non-Business] 0.114 0.114 0.006 [0.103, 0.124]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.000 0.000 0.004 [-0.007, 0.007]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.024 0.025 0.006 [0.012, 0.037]
̂𝛽 DNO Region — North [Ref Midlands & South] -0.163 -0.155 0.141 [-0.431, 0.118]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] -0.080 -0.035 0.305 [-0.65, 0.539]
̂𝜙𝜎𝑦

Intercept -0.699 -0.700 0.020 [-0.738, -0.661]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] 0.002 0.002 0.021 [-0.038, 0.043]
̂𝜙𝜎𝑦

Account ID (Millions) [Relative to Cutoff 2,454,839] -0.011 -0.003 0.148 [-0.292, 0.29]
̂𝜙𝜎𝑦

Account ID (Millions)2 -0.023 -0.011 0.314 [-0.645, 0.586]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.000 -0.000 0.003 [-0.005, 0.005]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.015 0.015 0.010 [-0.005, 0.035]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.002 -0.002 0.002 [-0.007, 0.002]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.001 -0.002 0.008 [-0.017, 0.013]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] × Account ID
(Millions)

0.012 0.029 0.105 [-0.172, 0.237]

̂𝜙𝜎𝑦
Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.008 -0.004 0.038 [-0.08, 0.07]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] -0.044 -0.043 0.008 [-0.059, -0.027]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] -0.001 -0.000 0.005 [-0.01, 0.01]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.003 -0.003 0.009 [-0.021, 0.015]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] 0.012 0.017 0.157 [-0.281, 0.33]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.001 -0.013 0.318 [-0.645, 0.605]
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Table 13: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Probability of Opt-in”) fitted using the “Extended (MSE-Optimal Bandwidth × 2; Flexible Scale)”
specification (𝑁 = 125, 236).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.559 0.562 0.018 [0.528, 0.597]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] -0.032 -0.034 0.017 [-0.068, -0.001]
̂𝛽 Account ID (Millions) [Relative to Cutoff 2,454,839] 0.171 0.149 0.122 [-0.084, 0.393]
̂𝛽 Account ID (Millions)2 0.182 0.167 0.278 [-0.395, 0.692]
̂𝛽 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.001 0.001 0.002 [-0.002, 0.005]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] -0.044 -0.044 0.006 [-0.055, -0.031]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.019 0.019 0.002 [0.016, 0.022]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] 0.009 0.008 0.005 [-0.002, 0.018]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID (Millions) 0.047 0.051 0.073 [-0.09, 0.196]
̂𝛽 Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
0.050 0.049 0.025 [-0.0, 0.098]

̂𝛽 Business Entity [Ref Non-Business] 0.115 0.115 0.005 [0.106, 0.125]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.004 0.004 0.003 [-0.002, 0.01]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.028 0.029 0.006 [0.018, 0.041]
̂𝛽 DNO Region — North [Ref Midlands & South] -0.126 -0.147 0.123 [-0.388, 0.094]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] -0.195 -0.181 0.279 [-0.712, 0.377]
̂𝜙𝜎𝑦

Intercept -0.705 -0.703 0.025 [-0.75, -0.653]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] 0.011 0.007 0.024 [-0.041, 0.054]
̂𝜙𝜎𝑦

Account ID (Millions) [Relative to Cutoff 2,454,839] -0.050 -0.025 0.160 [-0.336, 0.292]
̂𝜙𝜎𝑦

Account ID (Millions)2 0.008 -0.052 0.323 [-0.688, 0.571]
̂𝜙𝜎𝑦

Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.000 -0.000 0.002 [-0.005, 0.005]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.014 0.013 0.009 [-0.003, 0.03]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.002 -0.002 0.002 [-0.006, 0.002]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.000 -0.001 0.007 [-0.015, 0.014]
̂𝜙𝜎𝑦

Intraday Opt-in Notice [Ref Day-ahead] × Account ID
(Millions)

0.004 0.023 0.102 [-0.177, 0.221]

̂𝜙𝜎𝑦
Intraday Opt-in Notice [Ref Day-ahead] × Account ID

(Millions)2
-0.009 -0.009 0.037 [-0.079, 0.065]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] -0.040 -0.040 0.007 [-0.054, -0.025]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] -0.001 -0.001 0.005 [-0.01, 0.008]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.004 -0.003 0.009 [-0.019, 0.014]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] 0.036 0.029 0.162 [-0.29, 0.344]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.092 0.050 0.325 [-0.577, 0.69]
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Table 14: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a regression discontinuity
model (Response 𝑌 = “Probability of Opt-in”) fitted using the “Extended (MSE-Optimal Bandwidth Left Bound Only; Flexible
Scale)” specification (𝑁 = 378, 091).

Parameter Mode Mean Std. 95% HDI
̂𝛽 Intercept 0.574 0.575 0.004 [0.566, 0.583]
̂𝛽 Intraday Opt-in Notice (07:59:59, 09:00:00] [Ref Day-ahead] -0.020 -0.021 0.005 [-0.031, -0.011]
̂𝛽 Intraday Opt-in Notice (09:00:00, 10:00:00] [Ref Day-ahead] -0.041 -0.042 0.005 [-0.052, -0.032]
̂𝛽 Intraday Opt-in Notice (10:00:00, 11:00:00] [Ref Day-ahead] -0.047 -0.047 0.004 [-0.056, -0.039]
̂𝛽 Intraday Opt-in Notice (11:00:00, 12:00:00] [Ref Day-ahead] -0.046 -0.047 0.004 [-0.055, -0.038]
̂𝛽 Intraday Opt-in Notice (12:00:00, 13:00:00] [Ref Day-ahead] -0.040 -0.039 0.006 [-0.05, -0.028]
̂𝛽 Estimated Annual Consumption (kWh) [Z-Score] -0.021 -0.021 0.002 [-0.025, -0.018]
̂𝛽 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.018 0.018 0.001 [0.016, 0.02]
̂𝛽 Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] -0.005 -0.005 0.002 [-0.008, -0.001]
̂𝛽 Business Entity [Ref Non-Business] 0.013 0.009 0.031 [-0.05, 0.071]
̂𝛽 Does Not Have Octopus Product [Ref Has Octopus Product] 0.052 0.051 0.013 [0.025, 0.075]
̂𝛽 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.105 0.105 0.003 [0.099, 0.111]
̂𝛽 DNO Region — North [Ref Midlands & South] 0.002 0.002 0.002 [-0.002, 0.005]
̂𝛽 DNO Region — Scotland [Ref Midlands & South] 0.026 0.025 0.004 [0.018, 0.033]
̂𝜙𝜎𝑦

Intercept -0.706 -0.706 0.006 [-0.718, -0.694]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (07:59:59, 09:00:00] [Ref Day-ahead] 0.007 0.006 0.007 [-0.008, 0.02]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (09:00:00, 10:00:00] [Ref Day-ahead] 0.010 0.009 0.007 [-0.005, 0.024]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (10:00:00, 11:00:00] [Ref Day-ahead] 0.010 0.010 0.006 [-0.002, 0.023]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (11:00:00, 12:00:00] [Ref Day-ahead] 0.011 0.011 0.006 [-0.002, 0.023]
̂𝜙𝜎𝑦

Intraday Opt-in Notice (12:00:00, 13:00:00] [Ref Day-ahead] 0.010 0.010 0.008 [-0.006, 0.026]
̂𝜙𝜎𝑦

Estimated Annual Consumption (kWh) [Z-Score] 0.006 0.006 0.003 [0.0, 0.011]
̂𝜙𝜎𝑦

Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.003 -0.003 0.001 [-0.005, -0.0]
̂𝜙𝜎𝑦

Tenure (Years Prior to 1st SS10 Opt-in Notice) [Z-Score] 0.001 0.001 0.003 [-0.004, 0.006]
̂𝜙𝜎𝑦

Business Entity [Ref Non-Business] -0.002 -0.001 0.044 [-0.087, 0.083]
̂𝜙𝜎𝑦

Does Not Have Octopus Product [Ref Has Octopus Product] -0.012 -0.011 0.018 [-0.046, 0.023]
̂𝜙𝜎𝑦

Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.039 -0.038 0.004 [-0.047, -0.03]
̂𝜙𝜎𝑦

DNO Region — North [Ref Midlands & South] 0.000 -0.000 0.003 [-0.005, 0.005]
̂𝜙𝜎𝑦

DNO Region — Scotland [Ref Midlands & South] -0.004 -0.004 0.005 [-0.014, 0.007]
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All Study 2 (RCT) Results in Tabular Format
Below, we include all numeric results from each model fitted for Study 2.

Table 15: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a simultaneous-equation
regression model (2nd Equation Response 𝑌 = “Total Metered Consumption (kWh)”; 1st Equation Response 𝑇 = “Intraday
Notice + Intraday SMS + £1.25 Incentive [Ref Intraday Only]”) fitted using the “Baseline” specification (𝑁 = 638, 242).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.655 0.655 0.001 [0.653, 0.657]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] -0.021 -0.021 0.006 [-0.032, -0.01]
̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive [Ref

Intraday Only]
-0.033 -0.030 0.025 [-0.08, 0.018]

̂𝛽𝑇 Intercept -0.000 0.000 0.000 [-0.0, 0.0]
̂𝛽𝑇 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] 0.233 0.233 0.001 [0.232, 0.234]

𝜎̂𝑦 0.784 0.784 0.001 [0.783, 0.785]
𝜎̂𝑇 0.073 0.073 0.000 [0.073, 0.073]

̂𝜌𝜖𝑖,𝑦,𝜖𝑖,𝑇
-0.002 -0.002 0.003 [-0.007, 0.003]
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Table 16: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a simultaneous-equation
regression model (2nd Equation Response 𝑌 = “Total Metered Consumption (kWh)”; 1st Equation Response 𝑇 = “Intraday
Notice + Intraday SMS + £1.25 Incentive [Ref Intraday Only]”) fitted using the “Extended” specification (𝑁 = 547, 055).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.664 0.664 0.001 [0.661, 0.666]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] -0.013 -0.013 0.005 [-0.022, -0.003]
̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive [Ref

Intraday Only]
-0.025 -0.027 0.022 [-0.069, 0.016]

̂𝛽𝑦 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 1.452 1.452 0.004 [1.445, 1.458]
̂𝛽𝑦 Estimated Annual Consumption (kWh) [Z-Score] 0.137 0.137 0.002 [0.133, 0.141]
̂𝛽𝑦 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.002 -0.002 0.001 [-0.004, -0.001]
̂𝛽𝑦 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] -0.009 -0.009 0.001 [-0.011, -0.007]
̂𝛽𝑦 Business Entity [Ref Non-Business] 0.141 0.142 0.035 [0.073, 0.208]
̂𝛽𝑦 Does Not Have Octopus Product [Ref Has Octopus Product] -0.044 -0.044 0.004 [-0.051, -0.036]
̂𝛽𝑦 Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.075 -0.075 0.003 [-0.082, -0.069]
̂𝛽𝑦 DNO Region — North [Ref Midlands & South] 0.008 0.008 0.002 [0.005, 0.012]
̂𝛽𝑦 DNO Region — Scotland [Ref Midlands & South] 0.010 0.011 0.004 [0.003, 0.018]
̂𝛽𝑇 Intercept -0.000 -0.000 0.000 [-0.0, 0.0]
̂𝛽𝑇 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] 0.226 0.225 0.001 [0.224, 0.227]
̂𝛽𝑇 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.000 -0.000 0.000 [-0.001, 0.001]
̂𝛽𝑇 Estimated Annual Consumption (kWh) [Z-Score] -0.000 -0.000 0.000 [-0.001, 0.0]
̂𝛽𝑇 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.000 -0.000 0.000 [-0.0, -0.0]
̂𝛽𝑇 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] 0.001 0.001 0.000 [0.001, 0.001]
̂𝛽𝑇 Business Entity [Ref Non-Business] 0.002 0.002 0.004 [-0.006, 0.01]
̂𝛽𝑇 Does Not Have Octopus Product [Ref Has Octopus Product] -0.005 -0.005 0.000 [-0.006, -0.004]
̂𝛽𝑇 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.001 0.001 0.000 [0.001, 0.002]
̂𝛽𝑇 DNO Region — North [Ref Midlands & South] 0.000 0.000 0.000 [-0.0, 0.001]
̂𝛽𝑇 DNO Region — Scotland [Ref Midlands & South] 0.001 0.001 0.000 [-0.0, 0.002]

𝜎̂𝑦 0.617 0.616 0.001 [0.615, 0.618]
𝜎̂𝑇 0.072 0.072 0.000 [0.072, 0.072]

̂𝜌𝜖𝑖,𝑦,𝜖𝑖,𝑇
-0.001 -0.001 0.003 [-0.007, 0.004]
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Table 17: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a single-equation regression
model (Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “ITT (Extended Variant)” specification (𝑁 =
547, 055).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.663 0.664 0.001 [0.661, 0.666]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] -0.013 -0.013 0.005 [-0.023, -0.003]
̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] -0.006 -0.006 0.005 [-0.016, 0.004]
̂𝛽𝑦 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 1.452 1.452 0.004 [1.445, 1.459]
̂𝛽𝑦 Estimated Annual Consumption (kWh) [Z-Score] 0.137 0.137 0.002 [0.133, 0.141]
̂𝛽𝑦 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.002 -0.002 0.001 [-0.004, -0.001]
̂𝛽𝑦 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] -0.009 -0.009 0.001 [-0.011, -0.008]
̂𝛽𝑦 Business Entity [Ref Non-Business] 0.140 0.142 0.035 [0.073, 0.211]
̂𝛽𝑦 Does Not Have Octopus Product [Ref Has Octopus Product] -0.044 -0.044 0.004 [-0.051, -0.036]
̂𝛽𝑦 Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.075 -0.075 0.003 [-0.082, -0.069]
̂𝛽𝑦 DNO Region — North [Ref Midlands & South] 0.008 0.008 0.002 [0.005, 0.012]
̂𝛽𝑦 DNO Region — Scotland [Ref Midlands & South] 0.011 0.010 0.004 [0.003, 0.018]

𝜎̂𝑦 0.617 0.617 0.001 [0.615, 0.618]
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Table 18: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a single-equation regres-
sion model (Response 𝑌 = “Total Metered Consumption (kWh)”) fitted using the “ITT (Extended Variant; Flexible Scale)”
specification (𝑁 = 547, 055).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.668 0.668 0.001 [0.666, 0.67]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] -0.006 -0.006 0.004 [-0.013, 0.001]
̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] -0.007 -0.007 0.003 [-0.014, -0.0]
̂𝛽𝑦 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 1.513 1.513 0.005 [1.504, 1.523]
̂𝛽𝑦 Estimated Annual Consumption (kWh) [Z-Score] 0.140 0.140 0.002 [0.136, 0.145]
̂𝛽𝑦 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.004 -0.004 0.001 [-0.005, -0.002]
̂𝛽𝑦 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] -0.007 -0.007 0.001 [-0.009, -0.006]
̂𝛽𝑦 Business Entity [Ref Non-Business] -0.010 -0.009 0.035 [-0.076, 0.059]
̂𝛽𝑦 Does Not Have Octopus Product [Ref Has Octopus Product] -0.033 -0.033 0.003 [-0.038, -0.028]
̂𝛽𝑦 Does Not Have Smart Tariff [Ref Has Smart Tariff] -0.061 -0.061 0.003 [-0.066, -0.055]
̂𝛽𝑦 DNO Region — North [Ref Midlands & South] 0.003 0.002 0.001 [-0.0, 0.005]
̂𝛽𝑦 DNO Region — Scotland [Ref Midlands & South] 0.004 0.004 0.003 [-0.002, 0.009]
̂𝜙𝜎𝑦

Intercept -0.715 -0.715 0.001 [-0.717, -0.713]
̂𝜙𝜎𝑦

Intraday Notice + Day-ahead Email [Ref Intraday Only] 0.038 0.039 0.006 [0.028, 0.05]
̂𝜙𝜎𝑦

Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not
As.]

-0.011 -0.011 0.006 [-0.022, -0.0]

̂𝜙𝜎𝑦
Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 1.424 1.423 0.005 [1.414, 1.432]

̂𝜙𝜎𝑦
Estimated Annual Consumption (kWh) [Z-Score] 0.197 0.197 0.002 [0.192, 0.202]

̂𝜙𝜎𝑦
Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.009 -0.009 0.001 [-0.011, -0.007]

̂𝜙𝜎𝑦
Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] -0.025 -0.025 0.001 [-0.027, -0.023]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] 0.307 0.306 0.040 [0.228, 0.385]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] -0.014 -0.014 0.004 [-0.022, -0.005]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.127 0.127 0.004 [0.12, 0.135]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] 0.016 0.016 0.002 [0.011, 0.02]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.043 0.043 0.004 [0.034, 0.051]
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Table 19: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a simultaneous-equation
regression model (2nd Equation Response 𝑌 = “Probability of Opt-in”; 1st Equation Response 𝑇 = “Intraday Notice + Intraday
SMS + £1.25 Incentive [Ref Intraday Only]”) fitted using the “Baseline” specification (𝑁 = 650, 809).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.443 0.443 0.001 [0.442, 0.444]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] 0.026 0.026 0.004 [0.019, 0.033]
̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive [Ref

Intraday Only]
0.102 0.102 0.016 [0.072, 0.133]

̂𝛽𝑇 Intercept 0.000 -0.000 0.000 [-0.0, 0.0]
̂𝛽𝑇 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] 0.233 0.233 0.001 [0.232, 0.234]

𝜎̂𝑦 0.497 0.497 0.000 [0.496, 0.498]
𝜎̂𝑇 0.073 0.073 0.000 [0.072, 0.073]

̂𝜌𝜖𝑖,𝑦,𝜖𝑖,𝑇
0.006 0.006 0.003 [0.001, 0.011]
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Table 20: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a simultaneous-equation
regression model (2nd Equation Response 𝑌 = “Probability of Opt-in”; 1st Equation Response 𝑇 = “Intraday Notice + Intraday
SMS + £1.25 Incentive [Ref Intraday Only]”) fitted using the “Extended” specification (𝑁 = 558, 290).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.423 0.423 0.001 [0.421, 0.424]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] 0.026 0.026 0.004 [0.018, 0.033]
̂𝛽𝑦 Intraday Notice + Intraday SMS + £1.25 Incentive [Ref

Intraday Only]
0.100 0.097 0.017 [0.062, 0.131]

̂𝛽𝑦 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.000 -0.000 0.001 [-0.001, 0.001]
̂𝛽𝑦 Estimated Annual Consumption (kWh) [Z-Score] -0.023 -0.024 0.001 [-0.026, -0.021]
̂𝛽𝑦 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.008 0.008 0.001 [0.007, 0.009]
̂𝛽𝑦 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] 0.041 0.041 0.001 [0.04, 0.043]
̂𝛽𝑦 Business Entity [Ref Non-Business] 0.106 0.108 0.028 [0.054, 0.164]
̂𝛽𝑦 Does Not Have Octopus Product [Ref Has Octopus Product] 0.053 0.053 0.003 [0.047, 0.059]
̂𝛽𝑦 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.139 0.139 0.003 [0.134, 0.144]
̂𝛽𝑦 DNO Region — North [Ref Midlands & South] -0.006 -0.006 0.001 [-0.009, -0.003]
̂𝛽𝑦 DNO Region — Scotland [Ref Midlands & South] 0.024 0.024 0.003 [0.018, 0.03]
̂𝛽𝑇 Intercept 0.000 0.000 0.000 [-0.0, 0.0]
̂𝛽𝑇 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] 0.225 0.225 0.001 [0.224, 0.227]
̂𝛽𝑇 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.000 -0.000 0.000 [-0.0, 0.0]
̂𝛽𝑇 Estimated Annual Consumption (kWh) [Z-Score] -0.000 -0.000 0.000 [-0.001, 0.0]
̂𝛽𝑇 Index of Multiple Deprivation Rank (Postcode) [Z-Score] -0.000 -0.000 0.000 [-0.0, -0.0]
̂𝛽𝑇 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] 0.001 0.001 0.000 [0.001, 0.001]
̂𝛽𝑇 Business Entity [Ref Non-Business] 0.002 0.002 0.004 [-0.006, 0.011]
̂𝛽𝑇 Does Not Have Octopus Product [Ref Has Octopus Product] -0.005 -0.005 0.000 [-0.006, -0.004]
̂𝛽𝑇 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.001 0.001 0.000 [0.001, 0.002]
̂𝛽𝑇 DNO Region — North [Ref Midlands & South] 0.000 0.000 0.000 [-0.0, 0.001]
̂𝛽𝑇 DNO Region — Scotland [Ref Midlands & South] 0.001 0.001 0.000 [-0.0, 0.002]

𝜎̂𝑦 0.493 0.493 0.000 [0.492, 0.494]
𝜎̂𝑇 0.072 0.072 0.000 [0.072, 0.072]

̂𝜌𝜖𝑖,𝑦,𝜖𝑖,𝑇
0.005 0.005 0.003 [-0.001, 0.011]
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Table 21: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a single-equation regression
model (Response 𝑌 = “Probability of Opt-in”) fitted using the “ITT (Extended Variant)” specification (𝑁 = 558, 290).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.423 0.423 0.001 [0.421, 0.424]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] 0.026 0.026 0.004 [0.018, 0.034]
̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] 0.022 0.022 0.004 [0.015, 0.03]
̂𝛽𝑦 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.000 -0.000 0.001 [-0.001, 0.001]
̂𝛽𝑦 Estimated Annual Consumption (kWh) [Z-Score] -0.024 -0.024 0.001 [-0.026, -0.021]
̂𝛽𝑦 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.008 0.008 0.001 [0.007, 0.009]
̂𝛽𝑦 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] 0.041 0.042 0.001 [0.04, 0.043]
̂𝛽𝑦 Business Entity [Ref Non-Business] 0.106 0.108 0.028 [0.054, 0.164]
̂𝛽𝑦 Does Not Have Octopus Product [Ref Has Octopus Product] 0.053 0.053 0.003 [0.047, 0.058]
̂𝛽𝑦 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.139 0.139 0.003 [0.134, 0.145]
̂𝛽𝑦 DNO Region — North [Ref Midlands & South] -0.006 -0.006 0.001 [-0.009, -0.003]
̂𝛽𝑦 DNO Region — Scotland [Ref Midlands & South] 0.025 0.024 0.003 [0.018, 0.03]

𝜎̂𝑦 0.493 0.493 0.000 [0.492, 0.494]
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Table 22: Posterior mean, posterior standard deviation, and 95% highest density interval (HDI) for a single-equation regression
model (Response 𝑌 = “Probability of Opt-in”) fitted using the “ITT (Extended Variant; Flexible Scale)” specification (𝑁 =
558, 290).

Parameter Mode Mean Std. 95% HDI
̂𝛽𝑦 Intercept 0.423 0.423 0.001 [0.421, 0.424]
̂𝛽𝑦 Intraday Notice + Day-ahead Email [Ref Intraday Only] 0.027 0.026 0.004 [0.018, 0.034]
̂𝛽𝑦 Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not As.] 0.022 0.022 0.004 [0.014, 0.029]
̂𝛽𝑦 Total P376 (Unadjusted) Baseline (kWh) [Z-Score] -0.014 -0.014 0.003 [-0.02, -0.008]
̂𝛽𝑦 Estimated Annual Consumption (kWh) [Z-Score] -0.019 -0.019 0.002 [-0.022, -0.016]
̂𝛽𝑦 Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.008 0.008 0.001 [0.007, 0.009]
̂𝛽𝑦 Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] 0.042 0.042 0.001 [0.041, 0.043]
̂𝛽𝑦 Business Entity [Ref Non-Business] 0.109 0.110 0.029 [0.053, 0.164]
̂𝛽𝑦 Does Not Have Octopus Product [Ref Has Octopus Product] 0.053 0.053 0.003 [0.048, 0.059]
̂𝛽𝑦 Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.139 0.139 0.003 [0.133, 0.144]
̂𝛽𝑦 DNO Region — North [Ref Midlands & South] -0.006 -0.007 0.002 [-0.01, -0.004]
̂𝛽𝑦 DNO Region — Scotland [Ref Midlands & South] 0.024 0.024 0.003 [0.018, 0.03]
̂𝜙𝜎𝑦

Intercept -0.710 -0.710 0.001 [-0.712, -0.707]
̂𝜙𝜎𝑦

Intraday Notice + Day-ahead Email [Ref Intraday Only] 0.007 0.007 0.006 [-0.004, 0.018]
̂𝜙𝜎𝑦

Intraday SMS + £1.25 Incentive Rand. Assigned [Ref Not
As.]

0.004 0.003 0.006 [-0.008, 0.014]

̂𝜙𝜎𝑦
Total P376 (Unadjusted) Baseline (kWh) [Z-Score] 0.004 0.005 0.001 [0.003, 0.007]

̂𝜙𝜎𝑦
Estimated Annual Consumption (kWh) [Z-Score] -0.006 -0.006 0.002 [-0.01, -0.002]

̂𝜙𝜎𝑦
Index of Multiple Deprivation Rank (Postcode) [Z-Score] 0.002 0.002 0.001 [-0.0, 0.004]

̂𝜙𝜎𝑦
Tenure (Years Prior to 1st SS12 Opt-in Notice) [Z-Score] 0.012 0.012 0.001 [0.01, 0.013]

̂𝜙𝜎𝑦
Business Entity [Ref Non-Business] 0.033 0.031 0.040 [-0.051, 0.107]

̂𝜙𝜎𝑦
Does Not Have Octopus Product [Ref Has Octopus Product] 0.010 0.010 0.004 [0.002, 0.019]

̂𝜙𝜎𝑦
Does Not Have Smart Tariff [Ref Has Smart Tariff] 0.015 0.014 0.004 [0.007, 0.022]

̂𝜙𝜎𝑦
DNO Region — North [Ref Midlands & South] -0.003 -0.003 0.002 [-0.007, 0.001]

̂𝜙𝜎𝑦
DNO Region — Scotland [Ref Midlands & South] 0.009 0.008 0.004 [-0.001, 0.016]
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